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Abstract

This study investigates table recognition techniques for digital documents, focusing on the chal-
lenges posed by diverse invoice layouts. A comparative evaluation of traditional pattern recogni-
tion and deep learning approaches highlighted their respective strengths and limitations. Special
attention was given to ProjectionP, a proprietary lightweight method for resource-constrained
environments, which combines morphological line extraction with pixel-based thresholding. A
modified evaluation procedure adapted from ICDAR2013 was introduced to better balance over-
and under-segmentation errors.
Comparative analysis showed that while Camelot leverages PDF metadata, it struggles with
visual segmentation. Nanonets achieve high grid detection accuracy but can misplace text in
complex tables. ProjectionP, optimized for desktop hardware, delivered competitive results,
outperforming Camelot and matching Nanonets in specific cases.

Keywords: table recognition, table structure recognition, table segmentation, invoice process-
ing, lightweight algorithm.

1. Introduction
Recent advances in deep image processing have greatly improved table structure recognition,
enabling better handling of diverse formats. However, evaluating these methods remains chal-
lenging, requiring frameworks that balance accuracy with computational cost and data pri-
vacy. While deep learning dominates, traditional pattern recognition approaches still offer
cost-effective alternatives, especially for SMEs. On datasets such as ICDAR-2013, both deep
learning and traditional methods have achieved over 90% accuracy, showing that conventional
techniques can remain effective.

Key evaluation criteria include accuracy, adaptability to enterprise data, ease of deployment,
and confidentiality compliance. Deep learning models often require domain-specific fine-tuning,
introducing overhead, whereas pattern recognition methods typically offer simpler implementa-
tion and lower data leakage risk.

This study presents a comparative evaluation of Camelot [1], NanoNets [11], and the pro-
prietary ProjectionP method [10], focusing on their performance in recognizing tables within
accounting documents and highlighting their strengths, limitations, and suitability for practical
deployment.

2. Problem statement and current approaches
Accurate recognition of table structures in digital documents remains a complex challenge, par-
ticularly for invoices, forms, and reports. This has important implications for industries such
as accounting, logistics, and data analytics, where automating tabular data extraction improves
efficiency and reduces human error.
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Traditional methods leverage geometric and morphological analysis. Profile projection tech-
niques segment rows and columns by analyzing black pixel distributions [16], offering compu-
tational efficiency but limited flexibility. Clustering methods like DBSCAN group text blocks
based on spatial patterns, which works well for structured tables but struggles with dense lay-
outs [18]. Top-down approaches rely on geometric features such as frame detection and margin
analysis [2], [7], while bottom-up methods detect individual elements and infer relationships
[14], offering better adaptability at the cost of higher computational demands.

Deep learning approaches have advanced the field by using transformer-based models with
self-attention mechanisms [17] and graph neural networks to capture complex structural rela-
tionships [13]. While highly accurate, these methods require significant computational resources
and extensive training data.

Hybrid systems combine traditional and deep learning techniques, integrating OCR outputs
with visual features [8] or using cascaded neural networks [4], aiming to balance accuracy,
scalability, and resource efficiency in practical applications.

3. Proprietary Method
The recognition of table structures in digital documents is a critical challenge for small and
very small enterprises, which often rely on desktop-class computers without access to cloud-
based solutions due to concerns about data confidentiality. The proprietary method ProjectionP
described in [10] addresses these challenges. It is specifically designed for implementation on
standard PC-class hardware, enabling cost-effectiveand secure table structure recognition.

3.1. Core Concepts and Innovations

The method draws inspiration from Zuyev’s algorithm [19], which uses projection-based in-
ference for table segmentation. However, the new approach overcomes several limitations of
traditional methods by introducing pixel-based projections and incorporating advanced prepro-
cessing techniques [10].

The main concept involves the use of two complementary frame detection approaches:

• Morphological Line Extraction: Erosion with structured elements isolates horizontal
and vertical lines, which are then projected onto their respective axes. Thresholding de-
tects text boundaries;

• Projection-Based Thresholding: Raw pixel projections undergo normalization and ex-
ponential transformations to highlight separating lines, even in cases of interrupted frames
or faint borders;

By merging the results from both approaches, the algorithm reduces false negatives and en-
hances frame detection robustness.

3.2. ProjectionP Method

The proprietary ProjectionP method [10] is central to the algorithm’s ability to extract table
structures efficiently. Its key steps include:

// Border Removal - Detected borders are removed
removeDetectedBorders(image)

// Text Enhancement - Dilation is applied, suppressing noise
dilateImage(image, kernelSize=10x10)

// Signal Processing and Filtering - Generated signals are smoothed
signals = generateProjectionSignals(image)
smoothedSignals = applyCenteredMovingMaximumFilter(signals)
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// Grid Refinement - Detected grid points from the frame detection
// and projection are reconciled
gridPoints = detectGridPoints(image)
refinedGrid = reconcileAndCleanGrid(gridPoints)

// Empty Row/Column Cleanup - Rows or columns that do
// not contain any text are eliminated
cleanedGrid = removeEmptyRowsAndColumns(refinedGrid, threshold)

// Cell Extraction - individual cells are extracted from the document
// Each cell’s content is then processed separately
// to ensure accurate text capture
cells = extractCells(cleanedGrid, image)

// OCR Integration - The extracted cells are passed through an OCR module
// for each cell in cells:
text = performOCR(cell)
storeTextWithHierarchy(cell, text)

// Output Generation - The final data is organized
// into a structured CSV format
exportDataAsCSV(cells, outputPath)

4. Preparation of Data and Evaluation Method
Due to the fact that the problem of invoice processing was reported by Polish SMEs, the ex-
periments were conducted using documents originating from Polish companies. A total of 267
PDF files from 12 different firms were collected. The dataset was divided into 12 styles, which
were then used separately for comparing different methods. Using a free tool [9], annotations
were prepared in VOC XML, YOLO, and CSV formats. The samples in the dataset varied in
complexity. A general summary of the dataset is presented in Table 1.

Table 1. Table of Complexity and Border Types

Fully bordered Vertical bordered Horizontal bordered
Simple Table 47 3 23

Partially Complex Table 11 19 0
Complex Table 0 0 9

Total 58 22 32

For comparative studies, two publicly available table extraction algorithms were selected.
The first was Camelot [1], an open-source library for processing PDFs with embedded metadata.
Despite this limitation, it was included due to the presence of suitable files in the dataset and
its potential applicability. The second was Nanonets [11], a product widely adopted by large
enterprises (e.g., AXA, Deloitte), selected as a quality benchmark. Results were obtained using
Nanonets models publicly available at the end of 2023; newer versions may perform differently.

Selecting an evaluation method compatible with all solutions was challenging. Initially,
widely referenced automated methods such as ICDAR2013 and ICDAR2019 were considered
[5, 6]. ICDAR2019, though appropriate for computer vision approaches, was excluded because
Camelot and Nanonets only export final CSV outputs without segmentation data. ICDAR2013
proved more feasible, relying on text comparison compatible with CSV files, but this approach
disadvantages OCR-based methods and ignores empty cells.

A compromise between automation and reliability was adopted, allowing users to distin-
guish OCR errors from segmentation errors and to include empty cells. Although based on
ICDAR2013 and requiring minimal verification, this approach still had limitations: frequent
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over- or under-segmentation along one axis led to low scores despite correct segmentation on
the other. To address this, a less restrictive modification of ICDAR2013 was introduced. A
dedicated tool was developed to manually tag cell connections in CSV files, enabling automated
calculation of precision, recall, and F1-scores. The rules of the modified evaluation were as
follows:

1. If text in a cell should have been in an adjacent cell or if segmentation errors were evident
(e.g., clipped characters), the connection between the cells was classified as erroneous;

2. Connections between extra rows/columns caused by over- segmentation were classified
as erroneous to prevent recall exceeding 1;

3. Improper merges of rows/columns were ignored, assuming the corresponding error was
accounted for in the recall metric.

Consequently, our method is a less restrictive version of the original ICDAR2013. All con-
nections classified as erroneous in the modification would also be erroneous in the original, but
not vice versa.

5. Results and Discussions
The results obtained on the test set were evaluated in two stages. Initially, collective metrics
were calculated across all 63 test tables by averaging and computing the standard deviations
for precision, recall, and F1-score for the three compared methods: Camelot, Nanonets, and
the author’s method, referred to as ProjectionP (Table 2). Subsequently, the test set tables were
grouped into 12 table styles (determined by the source document’s provider), and the evaluation
was repeated within these groups. This detailed analysis aimed to identify the strengths and
weaknesses of each method (especially the author’s) and to assess which methods are suitable
for processing specific invoice categories in practical scenarios. The results achieved by the

Table 2. Comparison of Evaluation Metrics

Camelot Camelot ProjectionP ProjectionP Nanonets Nanonets
ICDAR Modified* ICDAR Modified* ICDAR Modified*

avg. precision 0.7346 0.8525 0.929 0.9787 0.9477 0.9849
std. precision 0.2843 0.2020 0.1491 0.0576 0.1020 0.0306

avg. recall 0.7860 0.9567 0.9063 0.9478 0.9400 0.9478
std. recall 0.2144 0.0608 0.1793 0.1003 0.1250 0.0645

avg. f1-score 0.7539 0.8906 0.9163 0.9661 0.9432 0.9785
std. f1-score 0.2590 0.1468 0.1665 0.0776 0.1141 0.0459

author’s method appear promising when compared to the other methods. Using the ICDAR2013
evaluation methodology, ProjectionP’s average F1-score of 0.91 is comparable to frequently
cited solutions in the literature [12], [15]. However, these results are not directly comparable,
as the evaluations were conducted on different datasets. The author’s method is parameterized,
while the DeepDeSRT [15] and TableNet [12] algorithms, operating on images, were likely
tested with error penalties caused by OCR processing. Nevertheless, ProjectionP performed
very well in the author’s prepared comparison, outperforming the Camelot library by 0.16 in
F1-score.

It is important to note that Camelot was tuned to prioritize recall over precision, often re-
sulting in excessive segmentation. Adjusting parameters could improve precision at the expense
of recall, potentially increasing the final F1-score slightly, but certainly not enough to match the
author’s method, which performed consistently better and more stably.

On the other hand, ProjectionP did not outperform Nanonets, which worked almost flaw-
lessly in determining the table grid in all cases. Errors were primarily due to merged cells,
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which the method could not handle due to fundamental design assumptions.
The introduction of a modified evaluation method brought the results of the compared TSR

algorithms closer together. Camelot particularly benefited from this change, achieving higher
recall than the author’s method (while its precision and overalln accuracy remained significantly
weaker). Camelot’s high recall (0.95) appears justified, as most actual text division points were
detected, though excessive segmentation remained a persistent issue. From a practical appli-
cation perspective, the high standard deviation values of the F1-scores for all three methods
(exceeding 0.1) were concerning. Systems relying on these algorithms should be reliable, pro-
ducing good, stable results. Below, we present results evaluated using the modified evaluation
method.

Fig. 1. Avarage F1-score results of methods
evaluted with modified approach

Fig. 2. Standard deviation of F1-score
results of methods evaluted with

modified approach

The F1-score metrics were recalculated, this time aggregating tables from source documents
by provider (thus minimizing style variability within groups). As shown in Figures 1 and 2, each
algorithm exhibited strengths and weaknesses depending on the table style. Unsurprisingly,
Camelot was the most unreliable, completely failing for styles three and five (as represented in
Figures 3 and 4). The poor results were caused by naive text line aggregation, which struggled
with multi-line cells, resulting in poor row segmentation.

Fig. 3. Example of a table in style three from
the author’s dataset

Fig. 4. Example of a table in style five from
the author’s dataset

Fig. 5. Example of a table in style nine from the author’s dataset

Interestingly, Camelot performed exceptionally well for style two (Figure 6), surpassing
both ProjectionP and Nanonets. Its PDF-based approach, leveraging metadata in the file, cor-
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Fig. 6. Example of a table in style two from
the author’s dataset

Fig. 7. Results of Camelot’s operation for a
table fragment from Figure 6

Fig. 8. A fragment of a table representing the
tenth style from the test dataset

Fig. 9. Results of ProjectionP’s operation
for a table fragment from Figure 8, with
artifacts caused by the presence of text
outside the table area

rectly grouped text into appropriate cells, even when it extended beyond the physical column
boundaries (Figure 7).

ProjectionP generally performed well across other invoice styles, with the exception of style
nine (Figure 5), where results exhibited a high deviation (over 0.1). Adjusting parameters (e.g.
increasing the power exponent and reducing filter length) resolved these issues. With these
changes, stability improved, and F1-score rose from 0.840 to 0.973 for this style, though minor
errors (e.g., splitting words like “Code” and “VAT” in headers) persisted.

For style ten tables, another limitation was observed. When characters appeared outside the
table area, ProjectionP included them in the output file, often fragmented due to segmentation
(Figure 8). Although this did not affect segmentation itself, it introduced noise (Figure 9),
underscoring the inadequacy of relying solely on rectangular region detection. For practical
use, additional mechanisms should be implemented to remove such artifacts during pre- or post-
processing.

While Nanonets appeared visually reliable (Figure 10), its OCR module sometimes mis-
placed or duplicated words near segmentation points (Figure 11). Although likely intended to
avoid splitting words, this behavior was treated as a segmentation error in evaluation.

This issue contributed to ProjectionP outperforming Nanonets in styles seven and ten. The
fact that each method excelled on specific styles motivated further analysis. For other invoice
styles, method differences were minor and warranted additional detailed comparison.

6. Conclusions
The ProjectionP method proved highly effective on the proposed dataset. The algorithm per-
formed well for certain styles and could be fine-tuned to avoid major errors in simple tables,
although occasional header splitting required post-processing. However, due to diverse ta-
ble layouts—particularly unbordered tables—this threshold-based approach cannot handle all
cases. Similar limitations are noted in the literature [12], [13], [15], [19], and were observed for
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Fig. 10. Segmentation results of the
Nanonets method on a fragment of table
in style seven from the author’s dataset

Fig. 11. Final results (CSV file) of the
Nanonets method’s operation on a table
fragment from Figure 10

Camelot and Nanonets.
While ProjectionP is practical for consistent table formats, as found in private enterprises

with stable document types, it is less suitable for large-scale processing of heterogeneous data
sources, where frequent parameter adjustments are needed. Technically, relying solely on pro-
file projection is too limited for complex structures, though combining multiple segmentation
techniques shows promise. However, this can also accumulate errors, such as introducing empty
rows or columns.

Future work could focus on reducing the number of parameters or automating estimation
using image-derived features [19] or unsupervised learning [18], though increased automation
likely reduces accuracy. An end-to-end convolutional neural network approach inspired by
TableNet [12], combined with the text-line classification module from ProjectionP, may yield
superior results.

Automated evaluation remains an open challenge [3], [5], [18]. The modified ICDAR2013
evaluation better highlighted precision and recall differences and assessed partially correct tables
less restrictively. Whether it is more useful than the original remains debatable; the choice
depends on whether the priority is penalizing segmentation errors or differentiating between
over- and under-segmentation. Automation of both evaluation methods could be possible using
advanced text comparison metrics like BLEU [3], leveraging manually interpreted outputs as
ground truth.
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