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Abstract

Standardized usability questionnaires are a fast and relatively effortless way of assessing us-
ability of software products. Despite their long use, so far, little attention has been paid to the
effect of sample size and the level of respondents’ acquaintance with the evaluated software
on the measurement. This paper addresses this gap and uses SUS and mTAM measurements of
ChatGPT to illustrate how the deviation from the mean usability score decreases with increasing
sample size, and to confirm the significant effect of usage frequency and knowledge of the eval-
uated software and its alternatives on the measurement results. It also exposes no demographic
bias due to participation of respondents of different gender, country of stay, and academic major.

Keywords: ChatGPT, modified Technology Acceptance Model, standardized usability ques-
tionnaire, System Usability Scale, sample size.

1. Introduction
The term usability came into general use in the early 1980’s. Although the goal of usability
engineering has evolved since then from developing products that are objectively effective, effi-
cient, and which will make their users satisfied to a wider notion of user experience (UX), which,
includes attention to emotional factors such as pleasure, beauty, and trust, usability remains at
the core of human–computer interaction research [21, p. 973].

Usability is counted among the human-focused factors that are critical for the success of
digital transformation endeavours [8, p. 593][27, p. 7]. Poor usability creates barriers for dig-
ital transformation of businesses and industries [34, p. 137], therefore monitoring usability is
an essential element of digital transformation which strives to consider both technological and
human-centered aspects [7, p. 2]. As usability cannot be measured directly, and what can be
measured are its certain aspects, a plethora of methods and measures have been exploited to
capture them [12, p. 80].
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Such a variety of available methods brings several issues concerning research objectivity,
replicability, quantification, economy, communication, and scientific generalization, which can
be addressed by standardization of usability measures [29, p. 185–186]. Consequently, a notable
effort has been made in this direction, of which the most evident product is the standardized
questionnaires intended to assess perceived usability [2, p. 15]. While it can be argued that such
self-administered questionnaires are insufficient to effectively measure all aspects of usability
defined in ISO 9241–11 (in particular, effectiveness and efficiency), this can be addressed by
complementing their subjective results with objective measurements (of, e.g., the number of
user’s keystrokes executing a given task, the amount of time the user spent on productive versus
unproductive actions while completing tasks, and the user’s task success rate) [32, p. 4–5].

Standardized does not mean commonly agreed, and already in 2023, there were 27 usability
questionnaires in wide use [10, p. 138]. They differ in scope (from 2 usability aspects covered
by UMUX-Lite to 16 by SUMI [2, p. 24]), the number of question items (from only 1 in SEQ
to 100 in PUTQ [2, p. 17]), and the used measurement scale (from 3-point dichotomous scale
in SUMI to a graduated scale from 0 to 150 in SMEQ [2, p. 17]). While several works have
been devoted to the investigation of correspondence between these questionnaires in various
contexts [4, 5], [13], [16], [19], [35], or the effect of various modifications of the format and
order of questionnaire items and responses [14], [18], [20], [28], notably less research interest
has been put on how the choice of sample size and respondents’ characteristics affect usability
measurement with standardized questionnaires [25], [33], [26], [23].

This paper aims to address this gap by investigating the effect on the results of measurement
using two standardized usability questionnaires caused by a difference in the size of the sample,
frequency of using the assessed system, user’s knowledge of the assessed system and its alter-
natives. Three research questions are stated:
– RQ1: What is the size of deviation of usability scores based on small samples from those
based on large samples and whether it is negatively or positively biased?
– RQ2: What is the effect of respondents’ characteristics related to their level of acquaintance
with the software on the measured usability score?
– RQ3: Do the general demographic traits significantly affect usability scores?

The presented study also contributes practically to the pool of usability measurements by
providing a new set of results for ChatGPT which has recently become a very popular software.

2. Related Work

2.1. Standardized Usability Questionnaires: Definitions and Adaptations

Among the 27 standardized usability questionnaires that attained some popularity so far [10,
p. 138], for the sake of keeping the total survey time in limits, two relatively short popular
questionnaires were selected for the research presented here.

The first of them is System Usability Scale (SUS), originally developed by John Brooke at
Digital Equipment Corporation in 1986, which over the years, has become an instrument com-
monly utilized in usability testing of various kinds of products [11]. The SUS questionnaire,
originally in English, has been translated to many other languages, including: Arabic, Chinese,
Danish, French, German, Hindi, Indonesian, Italian, Polish, Portuguese, Malay, Slovene, Span-
ish, and Turkish [35, p. 2 and works cited therein].

SUS comprises 10 items measured using a 5-point Likert scale, ranging from “strongly
disagree” to “strongly agree”. Its original version [6], in an attempt to reduce the acquiescent
response bias induced by respondents who tend to agree with all or almost all statements in a
questionnaire, included a mix of positively and negatively worded items (see the left side of
Table 1). Although, in theory, this should force attentive respondents to disagree with some
statements as well as help to identify (and remove from the sample) serial extreme responders,
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i.e., participants who provide all high or all low ratings, in practice, it may create more problems
than it solves due to: misinterpretation, as users may respond differently to negatively worded
items such that reversing their scores does not account for the difference, which leads to creating
an artificial two-factor structure and lowering internal reliability; mistakes of users who may
forget a statement is negative and accidentally agree with it when they meant to disagree; and
miscoding by researchers who may forget to reverse the scales when scoring, and consequently
report incorrect data [28]. To overcome these problems, Sauro and Lewis proposed an all-
positive version of the SUS questionnaire [28] (see the right side of Table 1).

For the sake of comparison between different usability measurements, SUS yields a single
number from a range of 0 to 100, representing a composite measure of the overall usability of
the system being assessed [6]. The SUS score is the sum of score contributions from each item
multiplied by 2.5. The score contribution of each positive item is the scale position minus 1,
whereas for each negative item (in the original SUS version), it is 5 minus the scale position.

Kortum et al., who analyzed the SUS measurements of 20 products, found that both the
standard and all-positive versions of SUS can be used confidently to measure subjective usability
and that the scores generated from both SUS versions can be directly compared [14].

Table 1. Original SUS vs All-positive SUS.

#Item Original SUS [6] All-positive SUS [28]

1. I think that I would like to use this system
frequently.

I think that I would like to use this system
frequently.

2. I found the system unnecessarily complex. I found this system to be simple.
3. I thought the system was easy to use. I thought the system was easy to use.
4. I think that I would need the support of a

technical person to be able to use this sys-
tem.

I think I could use this system without the
support of a technical person.

5. I found the various functions in this system
were well integrated.

I found the various functions in this system
were well integrated.

6. I thought there was too much inconsistency
in this system.

I thought there a lot of consistency in this
system.

7. I would imagine that most people would
learn to use this system very quickly.

I would imagine that most people would
learn to use this system very quickly.

8. I found the system very cumbersome to use. I found the system very intuitive.
9. I felt very confident using the system. I felt very confident using the system.

10. I needed to learn a lot of things before I could
get going with this system.

I could use the system without having to
learn anything new.

Although a 100-point scale used for the SUS score is easy to understand and allows for
relative judgments, it does not provide information on how the numeric score translates into an
absolute judgment of usability. To overcome this gap, Bangor et al. proposed an adjective rating
scale to help interpret individual SUS scores and explain the results [3, p. 114]. It associates
the adjective "worst imaginable" with the mean SUS score of 12.5, "awful" with 20.3, "poor"
with 35.7, "OK" with 50.9, "good" with 71.4, "excellent" with 85.5, and "best imaginable" with
90.9 [3, p. 118].

The same authors also proposed a letter grade scale modeled after the American school
grading system, with "A" given for the mean SUS score of 90 or higher, "B" for the SUS score
between 80 and 89, "C": 70–79, "D": 60–69, "E": 50–59, and F for any SUS score below 50 [3,
p. 120–121]. It was, however, criticized by Sauro and Lewis who showed that it was virtually
impossible to get an "A" grade according to it, and suggested an alternative, curved grading
scale, in which "A+" grade is given for the SUS score of over 84, "A" for the SUS score in the
range of 80.8–84.0, "A-": 78.9–80.7, "B+": 77.2–78.8, "B": 74.1–77.1, "B-": 72.6–74.0, "C+":
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71.1–72.5, "C": 65.0–71.0, "C-": 62.7–64.9, "D": 51.7–62.6, and "F" for the SUS score of 51.6
or less [29, p. 203–204].

The second of the chosen questionnaires, mTAM [16], is a modified version of the question-
naire developed by Davis to measure two fundamental constructs of his Technology Acceptance
Model (TAM): Perceived Usefulness (PU; users’ belief that using the technology would improve
their performance) and Perceived Ease of Use (PEU; users’ belief that using the technology
would not require significant effort) [9].

Table 2. TAM vs mTAM.

#Item TAM [9] mTAM [16]

Perceived Usefulness
1. Using this system in my job would enable me

to accomplish tasks more quickly.
Using this system enabled me to accomplish
tasks more quickly.

2. Using this system would improve my job
performance.

Using this system improved my job perfor-
mance.

3. Using this system in my job would increase
my productivity.

Using this system in my job increased my
productivity.

4. Using this system would enhance my effec-
tiveness on the job.

Using this system enhanced my effectiveness
on the job.

5. Using this system would make it easier to do
my job.

Using this system made it easier to do my
job.

6. I would find this system useful in my job. I found this system useful.

Perceived Ease of Use
1. Learning to operate this system would be

easy for me.
It was easy to learn to operate this system.

2. I would find it easy to get this system to do
what I want it to do.

I found it easy to get this system to do what
I wanted it to do.

3. My interaction with this system would be
clear and understandable.

My interaction with this system was clear
and understandable.

4. I would find this system to be flexible to in-
teract with.

I found this system to be flexible to interact
with.

5. It would be easy for me to become skillful at
using this system.

It was easy for me to become skillful at using
this system.

6. I would find this system easy to use. I found this system easy to use.

The TAM questionnaire comprises two sets of six items (for PU and PEU, respectively),
measured with a 7-point semantic scale, ranging from “extremely likely” to “extremely un-
likely” (see the left side of Table 2). Although its original purpose was to explain and predict a
person’s acceptance and adoption of a specific system, it has become one of the popular instru-
ments used for usability measurement [2]. To make the TAM questionnaire more suitable for
this new role, Lah et al. proposed to modify the orientation of some of its item statements from
the imagined future to the past, as well as adopting a 7-point Likert scale (also reverting the
original order to the one used in other standardized usability questionnaires, i.e., from "strongly
disagree" to "strongly agree"), calling the modified questionnaire mTAM [16, p. 5] (see the
right side of Table 2). According to the results from the same source, mTAM is characterized
by high reliability (respectively, 0.95, 0.95, and 0.97 in the three performed surveys, assessing
Gmail, PowerPoint, and IBM Notes) and strong correlation with SUS (0.80, 0.70, and 0.90) [16,
p. 5–8]. Wang and Wang reported similar results from their survey on Tencent Meeting mo-
bile application performed with Chinese versions of the questionnaires (mTAM reliability: 0.93,
correlation with SUS: 0.83) [35].
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2.2. Prior Research on the Effect of Sample Size and Respondent Characteristics on
Standardized Usability Questionnaire Results

There is a huge discrepancy in the reported number of respondents involved in the surveys based
on standardized usability questionnaires. Among the sources quoted in Table 3, it spanned
from 10 in [36] to 194 in [1], with an average of 93 respondents. Regarding the minimum
sample size needed to get reliable results, many papers refer to the number of 12, taken from
the study of Tullis and Stetson who randomly retrieved subsamples of increasing size from 6
to 14 from a pool of 123 SUS results for two websites: finance.yahoo.com and kiplinger.com,
and found out that already a subsample of size 12 was sufficient to correctly indicate the better
website of the two [33]. At the moment of writing these words, Google Scholar reports 1208
citations of that study, indicating its notable popularity, and there was at least one successful
attempt at replicating these results with regard to two learning management systems (eClass
and Moodle) [25]. Nonetheless, we cannot consider the number 12 as sufficient for obtaining
reliable results from surveys using standardized usability questionnaires as that study has not
shown that a sample of 12 would give the same SUS score as a sample of 123, only that it was
sufficient to indicate one of two websites with a higher score consistently with the sample of
123; moreover, the SUS scores of those two websites were vastly different (50 vs. 73 [33, Fig.
6 therein]), so a sample of 12 would probably be far from sufficient if the difference was subtle.

McLellan et al. investigated the effect of experience on SUS score of two related software
products among 262 end users across different geographic locations, reporting that users having
a more extensive experience with the assessed software provided as much as 15-16% higher
SUS scores than users with lesser experience, regardless of the software product [23].

Robertson and Kortum investigated the effect of cognitive fatigue on SUS results on a sam-
ple of 43 participants using twelve prototype paper voting ballots, with each participant having
to complete six ballots before a fatigue manipulation and six after it, finding no significant dif-
ference in the SUS score measured pre- and post-fatigue [26].

Lorenz et al. quantified the effects of age and gender on several metrics, including SUS
score, in a study involving 57 users of a Virtual-Reality mobile game, finding that younger users
provided significantly higher SUS scores. Yet no difference between genders nor any interaction
effects of age and gender [22].

2.3. Previous Reports on ChatGPT Usability Assessment

Using Web of Science and ScienceDirect databases, amended by a search on Google Scholar,
revealed numerous papers reporting SUS scores for ChatGPT in various contexts. Most of the
authors used the original SUS scale [1], [17], [24], [30, 31], [36], whereas one applied UMUX-
Lite [15] yet recalculated the results to SUS score. Their comparison, including the source,
ChatGPT usage scope or target user group, the number of respondents, the obtained SUS score,
and SUS reliability measured with Cronbach’s α (where provided) are shown in Table 3.

Table 3. Previously published ChatGPT usability assessments.

Source Scope Country Users SUS score Reliability

[1] Clinical questions Saudi Arabia 194 64.52 0.76
[15] Physics questions Germany 27 73.05 –
[17] Academic writing Finland 50 76.25 –
[24] General (University students) Indonesia 121 67.44 0.61
[30] Clinical questions Germany 40 83.38 0.72
[31] Qualitative data analysis Slovenia 85 79.03 0.85
[36] Environmental education China 10 87.50 –
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3. Research Method and Data Collection
Four European academic institutions were approached to collect usability measurements needed
for the analysis: University of Szczecin and West Pomeranian University of Technology (both in
Poland), Polytechnic of Porto (Portugal), and Technical University of Applied Sciences Wildau
(Germany). In each institution, the data were collected anonymously using an online question-
naire consisting of three parts: (1) user context data: Usage frequency of this system, Knowledge
of the system, Knowledge of the system alternatives, Academic major, Gender, Country of edu-
cation; (2) the all-positive version of the SUS questionnaire as defined in [28]; (3) the modified
version of the TAM questionnaire (mTAM) as defined in [16].

To avoid confusion among respondents who had to answer two questionnaires one after
another, we decided to consistently use a 5-point Likert scale also for mTAM (instead of the
originally suggested 7-point). According to the study by Lewis [20], such a change in the
number of response options should not affect the results significantly.

The students were asked to fill in the questionnaire twice – the second time not earlier than a
few hours and not later than a week after providing initial responses. An additional questionnaire
form field ("magic number") was used to pair the responses provided by the same respondent.
The responses were collected between 14 and 30 April 2025 (various groups were surveyed on
different dates). In total, 444 responses have been collected from 259 respondents, including
171 respondents who provided at least two responses.

The purpose of the repeated survey was to ensure respondents’ reliability and thus, a satisfac-
tory data quality. The responses from respondents who provided vastly contrasting assessments
in their two responses were deleted, i.e., with a mean score difference exceeding 1 point per
questionnaire item – which could not be attributed to a change in user experience, considering
a very short time between the first and the repeated survey. Data cleaning also included the
removal of responses from respondents who filled in their questionnaires unreasonably quickly
(in less than 40 seconds) as well as those who selected the answer "I have never seen ChatGPT
or heard about it" to the "Knowledge of ChatGPT" questionnaire item or selected the answer "I
have never used ChatGPT" to the "Usage frequency of ChatGPT" questionnaire item – as they
cannot know about the ChatGPT usability.

After cleaning and leaving only the second response from each pair of responses of the same
respondent (assuming it to be more deliberate as the respondent had time for second thought),
the analyzed dataset contained 231 responses, including 182 from males and 46 from females
(3 persons selected the "Other/Don’t want to answer" option). The academic majors for respon-
dents were computer science (192 students), information technology and econometrics (22),
management (15), and digital health (2). The respondents studied at the four universities in
three countries, in particular: in Poland (184) – West Pomeranian University of Technology in
Szczecin (164) and University of Szczecin (22), in Portugal – Polytechnic of Porto (32), and in
Germany – Technical University of Applied Sciences Wildau (15).

The reliability measured with Cronbach’s alpha was 0.868 for SUS and 0.901 for mTAM
(as for its subdimensions, respectively, 0.863 for PU and 0.876 for PEU). All these values are
well above the widely-agreed threshold of 0.7.

4. Results

4.1. Effect of Increasing Sample Size

Taking into consideration all responses that passed the cleaning stage (231 in total), the resulting
SUS score is 75.67 and mTAM score is 79.18. The former result translates to good rating
according to Bangor et al. [3, p. 114] or grade "B" according to Sauro and Lewis [29, p. 203–
204].

To address RQ1, for both SUS and mTAM scores, we have compared the minimum and
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maximum mean that could be obtained for x samples retrieved from the analyzed set, with x
increasing from 3 to 231. The results are depicted in Fig. 1.
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Fig. 1. Impact of the sample size on UX scores.

As shown in Fig. 1, the usability measurements obtained with very small samples can be very
volatile. Moreover, as indicated by the dark solid line representing the mean of the minimum
and maximum means for a given sample size (in distinction to the dark dashed line showing the
mean calculated for the whole analyzed set), the results obtained for small sample sizes can be
systematically underestimated, as, seemingly, the respondents are more apt to provide extremely
negative assessments than extremely positive ones, and the effect of extreme assessments on the
mean score disappears only with larger samples. To provide more details on these findings,
Table 4 shows the maximum and minimum scores that could be obtained from the analyzed set
using the specified sample size as well as the average absolute deviation (AAD) from the mean
score (of the whole analyzed dataset) for a given sample size estimated using 10,000 random
samples of the specified size.

Table 4. The maximum under- and overestimate in percents, and the estimated average absolute
deviation from the mean UX score for a given sample size.

Sample
size

SUS mTAM

underestimate% AAD overestimate% underestimate% AAD overestimate%

3 63.66 7.36 32.15 64.04 6.48 26.29
5 56.39 5.55 32.15 54.75 5.04 26.29

10 47.14 3.97 32.15 45.80 3.57 26.29
14 43.60 3.29 32.15 41.74 3.03 26.10
25 38.55 2.52 30.96 34.23 2.27 24.81
50 30.36 1.79 27.06 25.75 1.60 21.60
100 19.02 1.27 18.87 16.41 1.13 15.76
200 4.67 0.90 5.64 3.73 0.80 4.90

As can be observed in Table 4, measurements obtained from small samples can be very
distant from those based on large samples. With only five respondents (which is the number
of people often recruited for usability tests), the extreme possible SUS scores obtained from
the analyzed dataset could be over 50% higher or 30% lower than the actual mean from all
234 samples. Of course, the probability of obtaining so highly distorted results is very low,
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nonetheless, on average, the score based on five measurements differs by ±5 points from the
mean which can easily put the result in a different interval of the curved grading scale [29, p.
203–204]. The estimated average absolute deviation drops below 2.5 points at 26 samples; with
100 samples, it is below 1.3. The bias due to the predominance of the maximum underestimate
over the overestimate becomes negligible also at around 100 samples. The presented results also
indicate that mTAM is relatively less prone to distorted measurements using small sample sizes
than SUS.

4.2. Impact of Users’ Knowledge and Usage of the Assessed Software

There were six respondent characteristics described by data collected in the first section of the
survey, three of them describing general demographic traits (Academic major, Gender, Country
of education) and three connected to the level of user’s acquaintance with the software (Usage
frequency and Knowledge of the software under assessment, knowledge of Alternative soft-
ware of similar kind). Table 5 illustrates the relationships between these attributes and SUS
and mTAM scores. Depending on the attribute type, this analysis involved diverse statistical
tests and effect size measures. Specifically, we used Spearman’s rank correlation coefficient ρ
for the first three ordinal attributes (both as a statistical test and effect size measure), Mann-
Whitney’s test and Cliff’s delta for Gender, Kruskal-Wallis test and epsilon-squared for the last
two nominal attributes. As mentioned earlier, three respondents provided answers for Gender
other than male/female. Since such a low number of cases was too low for a separate category
and might bias calculated relationships, we removed these three cases from this analysis. For
the same reason, we removed two cases when analyzing the Academic major. The p-values
were adjusted using Bonferroni correction to control the family-wise error rates. To determine
statistical significance, we used the α = 0.05.

Usage frequency, Knowledge of ChatGPT, and Knowledge of alternatives were all statis-
tically significantly correlated with both SUS and mTAM. Only for Usage frequency, these
correlations were moderate in strength, while for Knowledge of ChatGPT and Knowledge of
alternatives, they were weak. Correlations with mTAM were slightly higher than with SUS.
All these correlations were positive, i.e., with the increasing level for each attribute, the value
of SUS and mTAM also increased. Additional details, i.e., the mean mTAM and SUS scores
grouped by particular categories of Usage frequency, Knowledge of ChatGPT, and Knowledge
of alternatives, were illustrated in Fig. 2. Note that this figure includes cases from respondents
who never used ChatGPT and have no knowledge of it. After omitting them, the results both
in Table 5 and Fig. 2 show that respondents who frequently used ChatGPT, knew it better, and
knew its alternatives were also more satisfied with such use.

All relationships between Gender, Academic major, and Country of stay with both SUS
and mTAM were not statistically significant, while the strength of effect sizes was small. Such
results indicate that SUS and mTAM scores did not meaningfully vary by these demographics.
Thus, they demonstrate the lack of demographic bias.

5. Discussion
Regarding RQ1, we have demonstrated how the sample size affects maximum measurement er-
rors and the average absolute deviation from the mean score (of the whole analyzed dataset),
which indicates that the measurement based on very small sample sizes (counting 5 respondents
or less) is highly unreliable as the average deviation then exceeds the half of the curved grade
scale interval length. The deviation for the sample size of 14, recommended in [33], is still over
3 points. In our opinion, such a sample size could therefore be sufficient if the same group of
respondents compares the usability of different versions of the same software or alternative soft-
ware products serving the same purpose. For usability benchmarking purposes, we recommend
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Table 5. Relationships of respondent data with UX scores∗.

Attribute N
SUS mTAM

Statistic and effect size p adj. Statistic and effect size p adj.

Usage
frequency 231 ρ = 0.410 < 0.001 ρ = 0.501 < 0.001

Knowledge
of ChatGPT 231 ρ = 0.279 < 0.001 ρ =0.380 < 0.001

Knowledge
of alternatives 231 ρ = 0.208 0.018 ρ = 0.313 < 0.001

Gender 228 W = 4,994.5, δ = 0.193 0.515 W = 4,739.5, δ = 0.132 1.000
Academic
major 229 H = 0.605, ϵ2 = 0.003 1.000 H = 0.826, ϵ2 = 0.006 1.000

Country of stay 231 H = 0.511, ϵ2 = 0.002 1.000 H = 1.284, ϵ2 = 0.006 1.000
∗ ρ – Spearman’s rank correlation coefficient, W – Mann-Whitney’s test W, H – Kruskal-Wallis test H,
δ – Cliff’s delta, ϵ2 – epsilon-squared.
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Fig. 2. Categorized scores. The values in brackets indicate case counts.

to survey groups of at least 100 respondents.
Regarding RQ2, we have confirmed the significant effect of respondents’ characteristics re-

lated to their level of acquaintance with the software on the measured usability score. As regards
the strength of the effect, it was moderate for Usage frequency and small for both Knowledge
of the evaluated software and Knowledge of its alternatives. In all these cases, it was positive.
Regarding the knowledge of the evaluated software, this confirms the prior findings of McLel-
lan et al. [23], though the effect we measured was almost twice as strong. Regarding the two
other variables (Usage frequency and Knowledge of alternatives), our study is the first to con-
sider them, so establishing their significant effect is an important finding for future research on
usability measurement.

Regarding RQ3, we have identified no statistically significant effect of respondents’ gender,
country or academic major on both SUS and mTAM scores (and the strength of the effect was
negligible in all three cases). The result regarding gender is consistent with that of Lorenz et
al. [22]. Overall, this is also an important finding as it negates the presence of demographic bias,
therefore suggesting that usability measurements obtained from respondents of different gender,
from various countries, and having different educational backgrounds can be combined.
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Regarding the ChatGPT usability measurements, the measured SUS score of 75.67 is closely
between the values reported earlier in [15] (73.05) and [17] (76.25). The larger distance to other
results reported in the literature, e.g., 67.44 by Mulia et al. who also surveyed university students
[24] could be, at least in part, attributed to other factors, possibly those that have been identified
in this study as relevant (e.g., usage frequency) but were not measured by Mulia et al.

6. Threats to Validity
We used well-established instruments (all-positive SUS [28] and mTAM [16]) for compara-
bility with prior work on ChatGPT (e.g., [1], [24], [31]. High reliability (Cronbach’s alpha:
0.868 for SUS, 0.901 for mTAM) suggests internal consistency. These standardized question-
naires allow capturing subjective perceptions, but were designed for software interfaces that
were more static or traditional. Therefore, they might not fully reflect the characteristics of
generative AI tools like ChatGPT, which are highly dynamic and context-dependent, in which
the answers may change in different sessions. We have not formally re-validated SUS/mTAM
specifically for generative AI. Future work could complement standardized questionnaires with
task-based objective measures (e.g., success rates on designed prompts), qualitative feedback,
or LLM-specific scales that address dynamic response quality, consistency, and trust.

The questionnaire presented questions for each respondent in a fixed order, i.e., user-context
first, then mTAM, and then SUS. This could introduce priming or fatigue: responding to mTAM
items may influence subsequent SUS responses. We kept the order consistent across all partici-
pants, minimizing noise from varying the order of questions.

Online surveys can be affected by respondents feeling pressure to provide satisfying or so-
cially desirable answers. To tackle this, surveys were conducted anonymously, reducing such
pressure. We also removed responses completed implausibly quickly (< 40s) to mitigate low-
engagement responses. The repeated-measures design (two questionnaire sessions) and removal
of inconsistent pairs further guarded against careless or disengaged responses. In future, em-
bedding attention checks or including objective task performance measures could further guard
against response bias.

With 231 cleaned responses, performed analyses had adequate power to detect moderate
effects (e.g., usage frequency). We set up a significance level α = 0.05 and applied the Bon-
ferroni correction for multiple tests. Bootstrap analyses (Fig. 1, Table 4) confirmed the stability
of mean estimates with this size. Although the overall sample is sufficient, subgroup analyses
(e.g., by gender or country) had smaller cell sizes; non-significant results there may reflect low
power for small subgroups.

All participants were students, likely with relatively high digital fluency and specific use
contexts (e.g., academic tasks). Obtained findings may not generalize to other populations, such
as professionals in different domains, older adults, or non-academic users. We recruited partici-
pants from four institutions across three countries and four academic majors to introduce diver-
sity in the educational context and cultural background. Nevertheless, all were higher-education
students. Future mitigation may include non-student respondents, older demographics, and var-
ied cultural and educational backgrounds.

Invitations were sent broadly to whole student groups to reduce self-selection bias, but par-
ticipation remained voluntary. We acknowledge possible bias related to respondent participation
as respondents with stronger opinions (positive or negative) or greater interest in ChatGPT might
have been more likely to respond.

We did not restrict participants to specific tasks with ChatGPT. Therefore, respondents eval-
uated the system based on their diverse personal uses. Such an approach reduced control over
task context, which could affect perceived usability. We partially accounted for varied experi-
ence levels by collecting data on Usage frequency and Knowledge of alternatives. However, this
did not isolate context effects.
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7. Conclusion
Despite the popularity of standardized usability questionnaires, so far there was no research
which would seriously investigate to what extent the usability measurement can be distorted by
performing it on a sample of small size, or how much the measurement result is affected by
the frequency of use of the assessed system by the respondents, their knowledge of it, and their
knowledge of its alternatives. The presented study provides answers to all these questions. Its
main research contributions are (1) showing the correspondence between sample size and mea-
surement deviation from the mean calculated on a large sample which helps to choose sample
sizes adequate to the desired level of measurement precision; (2) showing the difference in us-
ability measurement between respondents having various levels of knowledge and experience in
the use of the evaluated software which suggests to choose users at various proficiency levels to
gain more realistic assessment of software usability.

These results will come in handy for designing and performing usability assessment in dig-
ital transformation initiatives, helping to attain reliable measurements by choosing a more ade-
quate size and composition of the evaluation group. Moreover, the presented results have also
extended the existing pool of ChatGPT usability measurements, enabling future comparisons.
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