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Abstract 

As a consequence of ChatGPT’s public release in 2022, software developers and learners 

of the profession were suddenly provided with a completely new and potentially extremely 

powerful tool to support them in designing and implementing their applications and 

answering occurring topic related questions. While, previously, community driven question 

and answer platforms like Stack Overflow were somewhat unique in their value proposition 

by providing (the chance for) answers directly geared towards the problems users 

encountered, they now have an alternative that additionally provides rapid response times. 

To determine how the emergence of ChatGPT impacted Stack Overflow, a literature review 

was conducted, exploring its effect on the users’ participation behavior and their 

perception. Further, the corresponding implications are discussed, especially highlighting 

the responsibility of higher education institutions in this context. 

Keywords: ChatGPT, large language model, generative ai, stack overflow, literature 

review. 

 

1. Introduction 

Following the public launch of ChatGPT in 2022, generative artificial intelligence (GenAI) in 

general and large language models (LLMs) in particular have attracted widespread interest of 

practitioners and academics alike [11], [36]. Due to their ability to produce sophisticated textual 

outputs, LLMs are seen by many as a promising new tool to increase productivity and offer 

entirely new services across numerous domains [8], [18], [39]. 

However, even though they promise huge potential upsides, their use also comes with 
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significant challenges. Besides the requirement to craft suitable prompts to increase the 

likelihood of a high-quality result, GenAI’s and LLMs’ outputs’ correctness is also not 

guaranteed. Hereby, they are especially prone to so-called hallucinations, where they make up 

information but present them as factual [21], [34]. Nevertheless, they are highly popular and 

have a huge userbase. One of the areas where their use has become adopted by many is in 

programming, be it in educational contexts or for productive use [2], [23], [37], [43]. A source 

on programming knowledge and for fixing encountered issues that has been very popular for a 

long time [29] is the question and answer community Stack Overflow [41]. Here, users can ask 

programming related questions, answer other users’ questions, engage in topic related 

discussions, vote on the quality of other users’ contributions, and participate in a like-minded 

community. While the community-aspect constitutes a significant aspect for some users, many 

primarily use it as a tool to obtain answers on how to solve their problems and circumvent 

roadblocks in their software development endeavors without a desire to further engage or 

contribute themselves [30]. 

Especially for those, who only aim for quick problem solving, the use of tools such as 

ChatGPT could be attractive since they promise timely answers to their questions and requests 

without the need to wait for other users to respond, if those do at all, which is not necessarily 

guaranteed [29]. Further, because their own lack of knowledge is not exposed to other humans, 

asking a machine instead of actual humans might also pose a lower barrier to some [6]. Yet, 

not only experienced contributors are important for platforms like Stack Overflow to strive, but 

also new users that over time integrate into the community and start shaping them themselves 

[14]. At the same time, at least currently, the human-generated answers on Stack Overflow have 

a higher average quality compared to those provided by ChatGPT [24], [47]. Thus, such 

platforms still have a significant role in the software ecosystem, which is why potential threats 

to their existence could have significant implications. 

Therefore, the goal of this work is to explore how the emergence of ChatGPT impacted 

Stack Overflow and the way it is used. More specifically, while there are several studies on the 

topic (cf. Section 2.2), to the best of our knowledge, by now, these have not been brought 

together to provide a more comprehensive overview of the matter as a whole. To bridge this 

gap, this will be done by means of a structured literature review (SLR) in this work. In doing 

so, valuable insights can be gained that can, for instance, help inform policies and design 

decision for Stack Overflow and similar platforms to highlight and strengthen their value 

propositions, sensitize educators to the developments, allowing them to respond accordingly, 

and constitute another facet in the societal discourse on GenAI and LLMs. 

To provide guidance and a strong focus to this work and the further performed research 

activities, the following research question (RQ) shall be answered: 

 

RQ: How did the emergence of ChatGPT impact the software engineering-oriented 

question-and-answer-community-platform Stack Overflow? 

 

To answer the RQ, the remainder of this paper is structured as follows. After this introduction, 

the conducted literature review is described, and its results are presented. Subsequently, the 

found papers are analyzed. Then, these findings are discussed and contextualized. Finally, a 

conclusion is given, and it is outlined how future research could build upon this paper. 

2. The Review 

For answering the RQ, a SLR was conducted. Hereby, ensuring rigor and reproducibility is 

particularly important to lend credibility to the results [25], [44]. Hence, in line with common 

recommendations [7], [31, 32], [45], before the actual search process was started, a detailed 

protocol was developed to steer the process. In the following, the corresponding steps, the 

considerations underlying the decisions made, and the respective results are outlined. 

2.1. The Review Protocol 

To identify the relevant literature, a keyword search was conducted since it allows to find 

contributions from numerous different outlets based on their thematical fit [44]. For this, 

numerous scientific databases and search engines were used to facilitate a comprehensive 
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overview that is not limited by the contents available in just a single source. More specifically,  

Scopus [16] was chosen as a cornerstone because of its comprehensive coverage across 

different conferences, journals, and publishers. To complement it, Springer Nature 

Link (Springer) [40] and Web of Science (WoS) [12] were also queried. Further, due to the 

focus of the work in the realm of computer science, these three were amended by two domain-

specific alternatives, namely, the AIS electronic Library (AISeL) [3] and IEEE Xplore (IEEE) 

[22]. To search these sources in a purposeful manner with a clear focus, a search term was 

developed that consisted of two components. 

The first part covers this review’s focus on ChatGPT. For this purpose, a variety of common 

relevant terms, names of popular related tools, and different spellings were considered to ensure 

comprehensiveness. 

 

Search Term - Part 1: 

llm OR "large language model*" OR "generative artificial intelligence" OR "generative ai" 

OR "gen ai" OR genai OR gpt OR chatgpt OR copilot OR "co-pilot" OR mistral OR bard OR 

claude OR gemini OR perplexity OR bing OR llama 

 

The second part is geared towards the focus on Stack Overflow as the object of investigation in 

particular and covers two different spelling variants. 

 

Search Term - Part 2: 

"stack overflow" OR "stackoverflow" 

 

The two parts were connected through an AND operator since both aspects need to be discussed 

in a conjoint context for a contribution to be relevant to the scope of this paper. However, 

because the sources used provide slightly different interfaces, it was not possible to always use 

the exact same configuration for the searches. Instead, the two search terms were applied to the 

available search fields as depicted in Table 1. 

 
Table 1. The utilization of the search terms 

Source Part 1 used in Part 2 used in 

AIS electronic Library All Fields All Fields 

IEEE Xplore All Metadata All Metadata 

Scopus Article title, Abstract, Keyword Article title, Abstract, Keyword 

Springer Nature Link Title Keywords 

Web of Science All Fields All Fields 

 

Consequently, for instance, the final search term for Scopus was as follows, whereas the 

corresponding terms for the other sources looked slightly different. 

 

The Complete Search Term for Scopus: 

( TITLE-ABS-KEY ( llm OR "large language model*" OR "generative artificial 

intelligence" OR "generative ai" OR "gen ai" OR genai OR gpt OR chatgpt OR copilot OR "co-

pilot" OR mistral OR bard OR claude OR gemini OR perplexity OR bing OR llama ) AND 

TITLE-ABS-KEY ( "stack overflow" OR "stackoverflow" ) ) 

 

The initial search resulted in 295 records being identified. Hereby, 37 of them came from 

AISeL, 101 originated from IEEE, 86 were identified through Scopus, 43 were found in 

Springer, and 28 more were added through the search in WoS. However, due to the use of 

multiple databases for obtaining the initial set of records, there were several duplicate entries 

amongst them. After these were removed, 237 unique items remained. 

Yet, within this set, there were still numerous entries that did not fit to this study’s scope, 

necessitating further filtering. Thus, following common practices [45], a multi-phase approach 

for narrowing down the literature to the actually meaningful papers was derived in advance and 

now executed. This way, the necessary level of efficiency could be ensured without 

compromising thoroughness and diligence. A visualization of this process is given in Fig. 1. 
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Fig. 1. The search process 

To guide the filter process, a set of inclusion and exclusion criteria, as shown in Table 2, was 

formulated in advance that applied to all of the phases. 

 
Table 2. The search's inclusion and exclusion criteria 

Inclusion Criteria Exclusion Criteria 

The paper is written in English The paper is a duplicate 

The paper is published in the proceedings of a scientific 

conference or in a scientific journal 

The found item is a conference review, an editorial, an 

introduction to a minitrack, a catch word article, a 

comment, presents the results of a panel or is a similar 

document type that is no research article in the 

narrower sense 

The paper’s focus is on the impact and implications of 

the emergence of ChatGPT on Stack Overflow 

The paper only discusses how LLM-powered tools 

could be used to enhance the user experience of Stack 

Overflow 

 The paper only compares the quality of human-

generated answers on Stack Overflow and ChatGPT-

generated answers 

 The paper assesses how replacing Stack Overflow as 

an aid with ChatGPT impacts users 

 The paper only discusses the use of data from Stack 

Overflow to train, test, or benchmark LLMs 

 

Since the RQ aims at the exploration of how the emergence of ChatGPT affected Stack 

Overflow, this aspect needs to be prominently discussed within a paper for it to be deemed 

relevant. In contrast, contributions that only focus on aspects such as how LLM-powered tools 

can be used to enhance Stack Overflow posts or make them more accessible [4], [35], 

comparisons between the quality of human-generated Stack Overflow answers and ChatGPT-

generated answers [27], or the use of Stack Overflow data as input for the training, testing, or 

benchmarking of LLMs [5], [28] were not considered. The same applies to papers exploring 
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the implications for users that switch from harnessing Stack Overflow to asking ChatGPT [33]. 

This is because while they are suitable for exploring the relationship between ChatGPT or other 

LLMs and Stack Overflow, they do not contribute to answering the RQ. 

Additionally, to ensure the necessary rigor and quality, only conference papers or journal 

articles were included. Further, within these, only research articles were kept, whereas other 

contributions such as editorials, catch word articles, comments, conference reviews, minitrack 

introductions, summaries of panel discussions and other similar items were to be excluded. 

Moreover, due to their common lack of peer-review, book chapters were also not included. For 

the same reason, preprint-services such as arXiv [13] were also not queried, when the initial 

search was conducted. While papers that can be found there are sometimes of very high quality 

and the services’ concept is beneficial for timeliness, the lack of peer-review also leads to 

“concerns about the research accuracy, quality, and credibility of preprints” [1]. 

Since the metadata that are provided by the searched databases are not always correct and 

sometimes also lack specificity, the filtering by record type required manual review and, 

occasionally, adjustment. Therefore, the differentiation between the publication types was only 

made after this step. Once the documents with unsuitable types were removed, 212 papers 

remained, of which 153 were conference papers and 59 journal articles. 

Following this, the papers were filtered based on their titles. Hereby, when the title made it 

obvious that a paper was not relevant for answering the RQ, it was excluded, whereas, in cases 

where it was not absolutely clear if it fits the scope or not, the paper was kept. As a result of 

this step, 71 conference papers and 20 journal articles remained for a total of 91 records. 

Then, to ensure that the authors of the publication at hand could properly understand the 

contents of the papers, another filter step, based on their language, was prescribed. Hereby, only 

contributions that were written in English should be kept. However, this applied to all remaining 

ones, which is why no items were excluded. Nevertheless, this step is still mentioned for the 

sake of accuracy and completeness, since it was part of the developed review protocol. 

Afterwards, the set was further filtered by the papers’ abstracts and keywords. Again, when 

it was not clear if a paper is relevant or not, it was carried over into the next phase. However, 

this step still led to a significant reduction. Once it was finished, a total of 22 papers remained 

with 16 being published in conference proceedings and 6 in journals. 

Finally, to concludingly assess if these papers are relevant to the scope of this work, they 

were read in total. Hereby, another twelve items were removed. Thus, for the final literature 

set, six conference papers and four journal articles remained for a total of ten contributions. 

While this is a rather big reduction from the initial number of 295 items that were obtained 

during the keyword search, this is, besides the occurrence of some duplicates, primarily caused 

by the specific focus of this work on one direction of the relationship (the impact of ChatGPT 

on Stack Overflow but not the influence of Stack Overflow on ChatGPT), which can, however 

not properly be reflected in the search term, as well as the desire to ensure comprehensiveness, 

even though if it comes at an initially slightly increased effort for the filter process. 

2.2. The Identified Papers 

An overview of the ten papers that compose the final literature set and, thereby, the foundation 

for the succeeding analysis is given in Table 3. In addition to an ID, the publication year, the 

title, the type of paper and the reference, it is also depicted where the respective paper was 

found. Hereby, it is noteworthy that four of the five used sources, namely AIS, IEEE, Scopus, 

and Springer, contributed papers that were not found in the other databases. This, in turn, 

highlights the importance of searching multiple sources to maximize the coverage. Only WoS 

was not necessary for obtaining the final set, which was, however, not possible to know in 

advance and its inclusion still increased the search’s comprehensiveness. 

Further, it is noticeable that all of the papers are from 2023 or 2024. However, this is not 

surprising considering the time delay that is usually associated with peer-reviewed publications. 

Since ChatGPT emerged at the end of 2022, there was not much time left for publications, 

whereas the fact that the review described in the publication at hand was conducted in March 

2025, which limits the time that was available for papers to appear in that year.  
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Table 3. The identified papers 

ID Title Year Type Found in Ref. 

1 

Exploring Student Preference between AI-Powered 

ChatGPT and Human-Curated Stack Overflow in 

Resolving Programming Problems and Queries 

2023 Conference Paper 
IEEE; 

Scopus 
[19] 

2 
ChatGPT Is A User-Generated Knowledge-

Sharing Killer 
2023 Conference Paper 

AISeL; 

Scopus 
[48] 

3 
Adoption of Artificial Intelligence in Online 

Communities: A Socio-Technical Perspective 
2024 Conference Paper AISeL [9] 

4 

The consequences of generative AI for online 

knowledge communities 2024 Journal Article 

Scopus; 

Springer; 

WoS 

[10] 

5 
Large language models reduce public knowledge 

sharing on online Q&A platforms 
2024 Journal Article 

Scopus; 

WoS 
[15] 

6 

"Math is a pain!": Understanding challenges and 

needs of the Machine Learning community on 

Stack Overflow 

2024 Journal Article Scopus [17] 

7 
Impacts of generative AI on user contributions: 

evidence from a coding Q &A platform 
2024 Journal Article Springer [26] 

8 

Investigating the Relative Impact of Generative AI 

vs. Humans on Voluntary Knowledge 

Contributions 

2024 Conference Paper 
AISeL; 

Scopus 
[38] 

9 

Investigating Developers' Preferences for Learning 

and Issue Resolution Resources in the ChatGPT 

Era 

2024 Conference Paper IEEE [42] 

10 
Human Reaction to GenAI Threats: A Perspective 

of Protection Motivation Theory 
2024 Conference Paper AISeL [46] 

 

3. Findings 

While the literature on the impact that ChatGPT’s emergence had on Stack Overflow is 

somewhat limited, the identified set still shows that this topic is deemed highly relevant, which 

is emphasized even more by the fact that already several journal articles exist that are dedicated 

to the topic. The contributions cover several different aspects, allowing to obtain a 

comprehensive view, with the corresponding diversity also justifying the creation of the study 

at hand as a single source, where these different viewpoints and aspects are amalgamated. 

While these aspects are not always clearly separated, in general, the findings can be divided 

into two categories. On the one hand, there is the (quantifiable) impact on user engagement and 

on the other hand, there are observations regarding the perception and acceptance of ChatGPT 

in the context of Stack Overflow. 

3.1. The Impact of ChatGPT on the User Activities on Stack Overflow 

When ChatGPT emerged, this significantly changed the landscape for (aspiring) software 

developers because suddenly there was a new tool that has the ability to answer questions, 

generate code, point out errors, explain concepts, support learning, and much more. 

Additionally, all of this is (in most cases) provided in real-time, without the need to wait for an 

extended time until the desired response is available. Hereby, especially this immediate 

feedback can be highly valuable when an encountered roadblock shall be overcome in a timely 

manner. Further, this immediacy also allows the user to adjust questions and requests based on 

the obtained responses should the initially used ones prove ineffective. Therefore, ChatGPT is 

a very strong competition for Stack Overflow when it comes to the utility as a tool for solving 

programming and software development related issues. Since, in contrast to other communities 

as, for instance Reddit, many Stack Overflow users are not primarily interested in its 

community aspects and, instead, just seek the quickest path to solving their problems [10], it is 

no surprise that the availability of ChatGPT resulted in a significant reduction of activity on 

Stack Overflow. 

Despite its significance to the community, over the years, the use of Stack Overflow was 

already declining [15]. However, compared to the time just prior to ChatGPT’s release, it is 

estimated that Stack Overflow’s web traffic was pretty much immediately reduced by 

approximately one million users per day, which corresponds to a reduction of about twelve 
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percent [10]. Another study [15] reported even higher losses of up to 25 percent. Hereby, these 

differences are most likely based on the analyzed timeframe, which ended later for the second 

study with the authors also highlighting that there was a decline over time that stabilized after 

roughly six months. Compared to the previously occurring “natural” decline, “this decrease 

represents more than 5 years worth of deceleration in just half a year” [15], emphasizing just 

how impactful ChatGPT was on the general usage of Stack Overflow. 

The decline also shows when looking more specifically at the volume of questions asked to 

the community. Three of the found studies specifically analyzed ChatGPT’s impact in this 

regard. The one that was published in 2023 determined a reduction of 2.6 percent [48], whereas 

the ones from 2024 state “decreased demand for answers” [26], respectively a reduction of 

questions asked of almost 20 percent [10]. This trend of (partially) replacing Stack Overflow 

with ChatGPT was also found in a survey geared towards the machine learning community, 

highlighting that it is not limited to pure coding but also to other related domains [17]. 

Furthermore, the impact also extends to the questions that are asked. Following the 

emergence of ChatGPT it, several changes to the characteristics of posed questions were 

observed [48]. Their average length increased by approximately 2.60 percent, whereas their 

readability was lowered by 2.56 percent and the level of cognition was reduced by 0.62 percent. 

Therefore, the average question got longer and harder to understand. This, in turn, suggests that 

for questions that are rather simple, Stack Overflow has been (partially) replaced by ChatGPT 

as a quicker and more convenient source of information. 

Moreover, not only the questions are affected but also the answering behavior of the 

platform’s users. Similar to the questions, the volume of the answers also significantly 

decreased, which is only partly explained by the reduced number of questions to answer to [26], 

[46]. However, in contrast to the former, where the average length increased, for the latter, the 

answers became shorter. Yet, interestingly, the given explanations highly differ. Whereas the 

authors of [26] suspect the reason to be a certain degree of demotivation caused by the 

emergence of an increasing number of artificial intelligence (AI) generated answers, in [46] it 

is assumed that the reason lies in the AI policy of Stack Overflow compared to other somewhat 

related communities. The hypothesis is that Stack Overflow’s ban on the use of GenAI results 

in the users focusing their efforts on other platforms such as Reddit, where they have to 

“compete” with the likes of ChatGPT to set themselves apart, while this is not necessary for 

Stack Overflow. 

While the aforementioned considerations are referring to Stack Overflow’s userbase as a 

whole, for a more nuanced view, within [10], [26], and [38], the users were further 

differentiated based on their activity level [26] respectively account age [10] on the platform. 

In doing so, the authors of [26] observed that heavy users’ contributions showed a decline of 

8.1 percent and also showcased a certain drop in quality, whereas they noticed no statistically 

significant changes for light users. In turn, [10] highlights that following ChatGPT’s release, 

active participants “were increasingly likely to be more established, older accounts” [10]. 

Mentioned possible explanations are the reduced peer interaction as a possibility to build a 

network and gain reputation [10], [26], [38] as well as the assumed inexperience of user behind 

newer accounts to those with a longer history, which might reduce their ability to detect 

mistakes on ChatGPT’s outputs, giving them a heightened (and not always warranted) sense of 

trust [10]. Emphasizing the former aspect, it was determined that it is “the importance placed 

on reputation, that primarily drives the demotivation effect” [26]. 

This heterogeneity also shows when regarding not the users but the topics, where, 

expectedly, “the most substantially affected topics are those most heavily tied to concrete, self-

contained software coding activities” [10], for which ChatGPT is presumably particularly 

strong in assisting. 

Interestingly, since Stack Overflow did not immediately ban the use of ChatGPT, there was 

a brief period (from its launch on November 30, 2022, until its ban on December 5, 2022), 

where it could be officially used to generate answers for the platform. The authors of [38] took 

this as an opportunity to explore the impact the tool made. They collected a dataset of 17916 

questions and 60668 answers that originated from 14534 users and used the OpenAI GPT-2 

Output Detector to identify ChatGPT-generated responses, assuming sufficient accuracy in the 

assessment. Of the collected sample, they classified 16715 answers for 3791 questions as AI-
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generated. Overall, these questions got 40023 responses. Thus, in total the percentage of AI-

generated answers was roughly 27.55 percent, whereas it was about 41.76 percent when only 

accounting for answers to questions that had at least one AI-generated response. Analyzing 

these posts and the perception they received in the form of upvotes, the authors determined that 

“When using GAI tools, answers, on average, receive lower upvote scores, are shorter in length, 

are easier to read, and are more positive and objective” [38]. Hereby, they explain these findings 

with ChatGPT’s tendency for occasionally producing incorrect answers as well as with the 

users’ motivation for providing high-quality and detailed answers (that are sometimes more 

critical) to increase their reputation within the platform. Further, in the past, GenAI has been 

shown to use more objective expressions compared to humans [20], which also showed in this 

case. Some of these observed effects, namely the higher upvote score for humans and the 

increased length of the answers, are even stronger for users with a high reputation. At the same 

time, the differences in positivity and objectivity are reduced, while the readability is not 

affected [38]. Even though the explored timeframe was rather short, due to the rapidly imposed 

ban (that was justified with quality issues of ChatGPT answers), the study gave an impression 

on the implications of unrestricted AI-use in Stack Overflow with regard to the quantity but 

also the characteristics of the provided answers. 

3.2. The Perception of ChatGPT in the Context of Stack Overflow 

Besides the quantifiable effects of ChatGPT’s emergence on the volume of questions and 

answers on Stack Overflow, it is also insightful to consider the perception of (potential) users 

to fully understand its impact. 

Therefore, this perspective was taken in several studies that aimed to explore, through 

which means (aspiring) software engineers prefer to obtain new insights and solutions for 

challenges they encountered [17], [19], [42]. 

A study with students that were asked to solve tasks of varying difficulty levels with the 

support of either ChatGPT or Stack Overflow revealed that different groups of students also 

deviated in their preference [19]. Those that had prior experience in application development 

favored ChatGPT, while Stack Overflow was preferred by web developers. For game 

developers, in turn, there was no significant difference found. Even though the scope and 

sample size of the experiment were somewhat limited, and further studies should be conducted 

to see if the results hold up, it can be seen as an indicator that there is currently no clear 

consensus on the superiority of either tool and both can provide value based on the situation 

and preferences (e.g., speed and convenience vs. correctness). 

Another survey, this time addressing software developers and computer science students 

was conducted to explore, which resources they preferred for learning [42]. While the study 

also covered various resources besides ChatGPT and Stack Overflow, due to the publication at 

hand’s focus, only the findings related to these two options will be discussed here. When it 

comes to acquiring new software development skills, the participants preferred ChatGPT and 

similar tools over Stack Overflow, which is probably based on the easy accessibility of its 

answers. The same sentiment was found when it came to learning about new technologies in 

software development. For resolving programming issues and errors, the order of preference 

between these two stayed the same, however, this time the differences were rather small, putting 

them at almost even levels of perception. Asked how the emergence of AI chatbots will impact 

question and answer forums such as Stack Overflow, around 60 percent viewed them as a 

complement, about 34 percent saw them as a replacement and the remaining participants that 

varying other stances. Those that saw them as a replacement highlighted their speed, 

immediacy, and the personalized responses. In turn, participants that saw them “only” as a 

complement acknowledged the positives but also pointed out such aspects as the community in 

platforms such as Stack Overflow, the superior human creativity for problem solving, and the 

lacking reliability of the tools as for why they do not believe that the forums will be made 

obsolete soon. 

Specifically geared towards the machine learning community, another study [17] again 

highlighted the appreciation for ChatGPT’s quick response times, which are in a stark contrast 

to Stack Overflow, where it is not guaranteed to get an answer in a timely manner, if at all. 

Further, it was appreciated that its answers are specifically geared towards the respective 
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questions, that its responses are perceived as easier to implement, and that it can help in 

understanding the contents of relevant documentations in a comfortable manner. However, the 

participants also displayed more trust in the answers from Stack Overflow, acknowledging 

ChatGPT’s weaknesses and the risks associated with its use. Though, another strength of 

ChatGPT that was identified is the ability to help with the formulation of suitable questions to 

solve a problem, thus hinting towards a path, where ChatGPT and Stack Overflow could be 

jointly integrated into the workflow for overcoming encountered issues. When asked if 

ChatGPT has the potential to replace Stack Overflow, 44.2 percent agreed, 39.5 percent 

disagreed and 16.3 percent of the participants were neutral, again highlighting that there is 

currently great heterogeneity in opinions on the matter. 

In contrast to these varying sentiments and perceptions when it comes to the choice between 

ChatGPT and Stack Overflow to solve problems or acquire knowledge, the stance of Stack 

Overflow’s userbase on the integration of the platform with AI tools and especially an 

announced partnership with ChatGPT’s developer OpenAI seems pretty clear. A study that 

analyzed user comments on Stack Overflow [9] identified a heavily skeptical climate, with 98 

percent of the comments to the announcement of the partnership showing negative sentiment. 

Therefore, software developers might see ChatGPT as a valuable complement or even 

replacement, but Stack Overflow members do not wish for their platform to integrate it into the 

platform itself, voicing concerns such as the susceptibility of AI for errors and the unwillingness 

to act as an unpaid creator of training data for the AI. 

4. Discussion 

Even though the number and temporal scope of the studies related to the RQ are still somewhat 

limited, due to the newness of the topic, many relevant aspects have already been, at least 

preliminarily, explored, providing a solid initial understanding of the impact of ChatGPT’s 

emergence on Stack Overflow and its target audience. 

Overall, the studies show that ChatGPT can be a valuable complement to Stack Overflow 

that especially shines when it comes to the speed and accessibility of the answers [19], [42]. 

Yet, regarding their contentual quality, human-generated answers are still perceived as superior 

[17], [19], [38], [42], which is even more pronounced for experienced and reputed users [38]. 

Still, as a consequence of the release, the usage of Stack Overflow was significantly reduced, 

amplifying an already noticeable decline over the previous years [15]. Hereby, especially less 

demanding requests have been redirected to ChatGPT, benefiting from the quick answers [48]. 

However, since those questions are usually posed by less experienced developers, this also 

comes with significant drawbacks. On the one hand, they might lack the capabilities to detect 

errors and flaws in the obtained answers, making them susceptible to incorporating or learning 

wrong information [10]. On the other hand, new users are essential for the prosperity of 

communities such as Stack Overflow [14]. Yet, their influx and involvement are reduced due 

to the availability of ChatGPT [10]. Moreover, the tool was also observed to have a 

demotivating effect on more experienced and active users, even though regarding the specific 

implications, the results were somewhat inconclusive [17], [26], [42]. Reducing their 

engagement, in turn, threatens the utility of Stack Overflow for those that are seeking answers 

to complex issues or value the community aspects and the prospect of enhancing their social 

status [26]. Further, the lack of created high-quality programming related content might also 

impede the future training of LLMs [15]. At the same time, this use of the created content for 

the training of models is seen critically by some users anyway, potentially leading to a further 

reduction in activity if they perceive their efforts to be stolen for the sake of enhancing the 

GenAI capabilities [9]. 

Consequently, a potential risk for the software development world lies in the, currently at 

least to some degree, existing culture of community and mutual support declining, increasing 

the dependence on technical means for getting help with problems, with their quality also 

deteriorating over time, due to a reduction in human-generated available training data. Further, 

new developers’ ability and willingness to use official documentation as a source of knowledge, 

instead of relying on prepared and specific information snippets, directly geared towards their 

very specific problem might be reduced. This could lead to a situation where they are heavily 

dependent on LLMs for learning and problem solving, without having the necessary capabilities 
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to properly appraise the quality of the presented output or to properly consult alternative 

sources. When it comes to addressing these risks and minimizing the impacts, especially higher 

education institutions could play an important role by fostering a culture of mutual discussion, 

support, and collaboration to ingrain these values early, raising awareness of the risks and 

challenges associated with the harnessing of GenAI in programming but also in general, 

teaching the students how to properly interact with documentations, explicitly highlighting the 

value and endorsing the use of platforms such as Stack Overflow, putting emphasis on the 

understanding of concepts instead of pure results, and designing tasks in a way that cannot be 

easily cheated by outsourcing them to the likes of ChatGPT, reducing the potential temptation 

for students to do so at the detriment of enhancing their own abilities.  

5. Conclusion 

The release of ChatGPT impacted many different domains with one of them being software 

engineering. Since, suddenly, a new and highly convenient tool for answering programming 

related questions and obtaining relevant knowledge has been available, the pre-existing 

alternatives a faced with serious competition. This especially applies to the community-driven 

question and answer platform Stack Overflow, where users can pose software engineering 

related questions for others to provide answers and hold corresponding discussions. To 

understand how the emergence of ChatGPT impacted Stack Overflow, a structured literature 

review was conducted, exploring its effect on the users’ participation behavior and their 

perception of the tool. Hereby, the former focus covered aspects such as the volume of the 

created questions and answers but also how their structure and content changed in response to 

the new environment but also dependent on the respective users’ characteristics. Subsequently, 

the corresponding implications of the found developments and potential risks for the software 

development ecosystem were discussed, especially highlighting the responsibility and possible 

avenues of higher education institutions to address and alleviate these looming consequences. 

However, the study also comes with some limitations that have to be taken into account to 

properly contextualize the work and its findings. Even though the identified literature covers 

many different aspects of the matter, and several insights were found across multiple papers, 

the relatively low numbers of papers and the oftentimes limited scopes of investigation still 

need to be taken into account when appraising the findings. Moreover, the release of ChatGPT 

is still relatively recent, which entails that the long-term effects it has on Stack Overflow cannot 

be known and it could also be possible that some of the observed effects abate or even reverse 

over time. Therefore, in the future, additional studies should be conducted that cover a longer 

timespan to validate or maybe also adjust the current observations. Further, the factors leading 

to a reduction in the number of created answers should be explored more extensively, to get a 

clearer picture on how platforms could counteract them to stimulate active participation to 

uphold their value proposition. Additionally, there was only one study found that explicitly 

considered different specializations of developers, which could, however, allow for a more 

nuanced understanding if expanded upon. Finally, expanding the scope from only focusing on 

the impact ChatGPT has on Stack Overflow to examining the relationship in its entirety could 

yield additional valuable insights to potentially foster a symbiotic relationship between the two.  
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