
33RD INTERNATIONAL CONFERENCE ON INFORMATION SYSTEMS DEVELOPMENT (ISD2025 BELGRADE, SERBIA)

XCRS: an Explainable Course Recommendation System for
Information Technology Careers Powered by LLMs

Muhammed Yasin Horasanlı
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Abstract

The growing number of online resources on information technology has left many learners feel-
ing overwhelmed by the large number of career options and the paths to achieve them. This
abundance of choices highlights the need for personalized career guidance and clear course
recommendations to help learners focus on their specific goals. Existing recommendation sys-
tems fail to provide transparency and clear explanations for their suggestions. To bridge this
gap, we present XCRS: Explainable Course Recommendation System, which recommends both
career roles and associated courses in information technology with explainability at its core.
XCRS utilizes large language model embeddings from Google, OpenAI, MistralAI, VoyageAI,
and Cohere to deliver personalized recommendations tailored to users’ knowledge, past prefer-
ences, and future learning interests. Our contributions are two-fold: i) a pipeline to construct an
explainable recommendation system for career pathways in information technology, ii) a repli-
cation package that includes the implementation, a public dataset of information technology
courses, and the design for empirical evaluation. Our evaluation suggests that the overall sys-
tem has been perceived as useful by the intended users, while there is no statistically significant
difference in the performance of the large language models used.
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1. Introduction
Recommendation systems are algorithms designed to suggest relevant items based on user data
and preferences, influencing decision-making and enhancing user experiences across industries
like e-commerce, streaming, and healthcare [13]. By identifying patterns in user behavior, these
systems personalize content and product suggestions, improving customer satisfaction and re-
tention. In the education sector, the demand for personalized recommendation systems has
increased, driven by the rise of Massive Open Online Courses (MOOCs), which served more
than 220 million learners worldwide in 2021 [20]. With a market valued at $20.53 billion in
2023 [15], platforms like Udemy [23], edX [8], and Coursera [7] exemplify the growing need
for accessible and flexible education. However, while these platforms offer course recommen-
dations, their decision-making processes often lack transparency, leaving users uncertain about
the recommendations.

Given the increase in demand for information technology (IT) related skills and the increas-
ing number of online courses available for learning these skills, there is a pressing need for a
recommendation system that not only suggests relevant courses but also explains its reasoning.
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Traditional university students find it difficult to choose a specialization or plan their career path
due to the variety of emerging roles in the IT sector [24]. Similarly, self-taught learners who
wish to shift their careers into information technology often struggle to identify the right courses
or career roles that match their goals and interests. With the plethora of courses available, the
need for guidance that goes beyond ‘black-box’ recommendations becomes even more apparent.

We introduce the Explainable Course Recommendation System (XCRS)1, a novel system
designed to provide both personalized and explainable recommendations for roles and associ-
ated courses within the IT domain. XCRS is built to achieve three main objectives: generating
career role and course recommendations aligned with user’s unique profiles, providing clear ex-
planations that help users make informed decisions about their learning journeys, and improving
the recommendation process by integrating multiple large language models (LLMs) to capture
diverse perspectives and offer varied options.

Firstly, we scraped a dataset from the MOOC platform Udemy [23], focusing on IT courses.
This dataset forms the foundation for tailoring suggestions to users’ background knowledge and
areas of interest. We designed the system with a user-friendly interface that facilitates seamless
navigation and provides clear explanations to build user trust and transparency. Additionally,
we integrated multiple LLMs into the system to generate top-k recommendations based on user
inputs to compare results across different approaches. Finally, we evaluated the system’s perfor-
mance through a user study involving participants from computer science and IT-related back-
grounds, assessing dimensions such as effectiveness, persuasiveness, transparency, efficiency,
serendipity, and satisfaction. These efforts resulted in the following key contributions, and the
remainder of the paper is structured to support these:

• We introduce a pipeline to construct an explainable recommendation system for career
pathways in information technology.

• We make available a replication package2 that includes the implementation, public dataset
of information technology courses, and design for empirical evaluation.

2. Related Work
To position our contribution within the existing literature, we discuss prior work on explainable
recommendation systems, course and career recommendation approaches, and the use of large
language models in this context.

2.1. Explainable Recommender Systems

Explainable recommendation systems have gained traction as a way to improve user trust and en-
gagement by offering clear justifications for recommendations. Approaches such as Wang et al.’s
multi-task learning model [26], Chen et al.’s Neural Attentional Regression model (NARRE)
[4], and reinforcement learning-based frameworks [27] have demonstrated the effectiveness of
combining recommendation systems with different types of explainable mechanisms. These
methods have been evaluated in diverse domains, from e-commerce [5] to education [21], [10],
demonstrating the ability of explanations to improve user satisfaction and decision-making.
While purposes may differ across domains, Tintarev and Masthoff [22] identify seven potential
goals for explanations in recommendation systems: transparency, scrutability, trust, effective-
ness, persuasiveness, efficiency, and satisfaction. In practice, generating explanations that excel
in all these goals is challenging, as it often involves balancing trade-offs [22]. Therefore, we
focused on achieving specific goals by incorporating explanations into recommendations using
LLMs.

1Demo: https://xcrs.vercel.app (home page only; recommendation feature unavailable).
2https://doi.org/10.5281/zenodo.14291087

https://xcrs.vercel.app
https://doi.org/10.5281/zenodo.14291087
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2.2. Recommender Systems for Career and Education

In education and career guidance, recommendation systems have evolved from content-based
[17] and collaborative filtering methods [9] to deep learning [14], [19] and knowledge-based
approaches [12]. Recent work has also explored aligning course and career recommendations
with evolving job market needs and user preferences. For instance, Striebel et al. [21] proposed
a knowledge graph-based course recommender that generates explainable recommendations for
predefined career paths. Their approach depends on structured ontologies and assumes explicit
career goals from users. Our work instead uses user self-assessment and open-ended inputs,
offering a more flexible framework that adapts to diverse learning backgrounds and evolving
interests. Frej et al. [10] introduced a course recommendation system that incorporates job
market trends through skill extraction using LLMs and generates sequential course paths using
reinforcement learning. While their work emphasizes market alignment and minimal super-
vision, our system differs in its focus on role-oriented guidance through the roadmap.sh [1]
data, model diversity through multiple LLM embeddings, and transparent, comparative recom-
mendation outputs. Beutling and Spahic-Bogdanovic [2] developed a course recommender that
links predefined job roles to course learning objectives using an ontology and ChatGPT. Their
system focuses on a single academic program and relies on fixed course descriptions and a
structured ontology to generate recommendations. In contrast, our system supports open-ended
inputs, recommends both roles and courses, and generates tailored explanations with LLMs.
We recommend both courses and career roles within an interface that allows users to compare
results across LLMs. Our approach fills a gap in the literature by integrating personalized user
feedback, community-driven role structures, and multi-model embeddings into an explainable
system that supports both course and career guidance, offering a reproducible pipeline grounded
in real-world learning contexts.

2.3. Large Language Models

The integration of LLMs into recommendation systems has transformed the field, enabling sys-
tems to generalize, personalize, and address complex tasks more effectively. Surveys by Wu et
al. [29], Zhao et al. [30], and Chen et al. [3] categorize LLMs into paradigms such as feature
extractors, autonomous recommenders, and conversational agents, highlighting their versatility
and increasing adoption in both academic and industrial applications. These studies emphasize
the potential of LLMs to enhance recommendation accuracy and provide personalized, context-
aware suggestions. Accordingly, we employed five different LLMs to generate embeddings that
support the recommendation process.

3. Approach
The research goal is to provide personalized and transparent recommendations, ensuring that the
recommendations are not only accurate but also explainable. Figure 1 presents the steps taken
to implement our approach.

Fig. 1. Summary of the steps in the implementation process of the XCRS.

In S1, the method begins with data collection, capturing course-related information from
Udemy and IT career roadmaps from roadmap.sh project. In S2, the collected data are pro-
cessed and organized into a structured dataset. In S3, embeddings are generated to create rep-
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resentations of the collected data and user inputs using state-of-the-art LLMs. In S4, the im-
plementation of the recommendation system involves matching user knowledge with roles and
courses, constructing similarity matrices, and generating recommendations based on the user’s
familiarity with roadmap concepts and learning goals. In S5, we integrate explainability into the
recommendations, providing users with contextually relevant explanations generated by LLMs.

3.1. Data Collection

The initial step in building the recommendation system (S1) involved collecting a comprehen-
sive dataset of online courses and career roadmaps. To collect course data, we utilized Udemy’s
Affiliate API, which provided essential metadata for each course, such as title, URL, headline,
language, and price. To supplement this, we employed web scraping techniques to extract addi-
tional fields like course descriptions, relevant course categories, and learning objectives directly
from the course web pages. In addition to course data, we formed a dataset with IT career
roadmaps obtained from the roadmap.sh project. We collected roadmaps for ten popular IT
roles: AI-Data Scientist, Android Developer, Backend Developer, Blockchain Developer, Fron-
tend Developer, Full-Stack Developer, DevOps Engineer, Game Developer, Quality Assurance
(QA) Engineer, and User Experience (UX) Designer. Each roadmap outlines a structured pro-
gression of knowledge and skills necessary for success in the respective role.

3.2. Data Extraction

We focused on extracting specific features to construct a comprehensive representation of each
course: title, headline, category, learning objectives (what you will learn), and course description
as illustrated in Figure 2 for an example course.

Fig. 2. Structure of the extracted course data for “HTML5 and CSS3 Fundamentals”.

To refine the dataset for our recommendation system, we applied several cleansing steps.
Starting with an initial pool of 8,180 courses scraped from Udemy, only English-language
courses were retained. We narrowed the scope to relevant categories, specifically Development,
IT & Software, and Office Productivity, aligning with targeted roles and user profiles. Duplicate
courses were removed, and courses lacking essential information, such as titles, categories, or
descriptions, were excluded to ensure data integrity and completeness. After these steps, 7,727
courses were eliminated, resulting in a refined dataset of 453 courses.

To structure the roadmap data, nodes were categorized as either topics (which may contain
child nodes) or concepts (which do not contain child nodes). This classification enabled a hi-
erarchical organization of roles, topics, and concepts, resulting in 235 topics and 869 concepts.
Each node was stored with its name, description, and type; however, only concepts will be used
in the later stages. These concepts serve as a structured basis for representing user input and
courses, effectively functioning as a form of normalization.
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3.3. Embedding Generation

Our recommendation system utilizes five distinguished LLMs to generate embeddings, selected
based on their performance on the Massive Text Embedding Benchmark (MTEB). We chose
Google’s [11] text-embedding-004, VoyageAI’s [25] voyage-large-2, OpenAI’s [18] text-embedding-
3-large, MistralAI’s [16] mistral-embed, and Cohere’s [6] embed-english-v3.0 for their state-of-
the-art ability to capture the semantics of textual data.

For courses, we concatenated their title, category, learning objectives, and description from
Udemy. Concepts were represented using their name and description from roadmap.sh. Embed-
dings were pre-generated using all five models and stored separately as shown in Figure 3(a).

The user input processing stage customizes recommendations based on individual experi-
ences and interests. Users freely enter “knowledge units” (e.g., course titles, concepts, tech-
nologies, skills), “object-oriented programming”, “RESTful APIs”, which are embedded using
five LLM models as shown in Figure 3(a). To guide inputs, a cheat sheet listing existing con-
cepts and courses is provided. Users also categorize each knowledge unit as Enjoyed (positive
learning experiences), Neutral (indifferent experiences), Didn’t Enjoy (negative experiences), or
Curious About (future learning interests). This categorization helps the system model both prior
knowledge and future goals, avoids undesired content, and promotes relevant suggestions.

3.4. Vector Similarity Search and Similarity Matrices

To generate recommendations for career roles and courses, the proposed system utilizes vec-
tor similarity search with LLM embeddings. This approach measures the similarity between
embeddings to identify connections between user-provided knowledge units and potential rec-
ommendations. Among the available similarity metrics, cosine similarity was selected due to its
effectiveness in handling high-dimensional, sparse data.

After generating embeddings for courses, concepts, and user input, the system computes
cosine similarity scores to construct two matrices: Course × Concept and User × Concept,
as shown in Figure 3(b). These matrices represent the similarity between course and concept
embeddings, and between user input and concepts. They serve as the foundation for generating
career role and course recommendations, as detailed in the following sections.

(a) (b)

Fig. 3. Overview of embedding generation for courses, concepts, and user knowledge units using
five LLMs (a), and similarity matrix creation (b)

Due to variation in similarity scores across LLMs, we analyzed their distributions and found
that they follow a Gaussian pattern. After testing several thresholds, we selected the mean plus
2.5 standard deviations, which captures approximately the top 1% of scores for each model.
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3.5. Role Recommendation

The role recommendation process uses the User × Concept similarity matrix to assess how well
a user’s knowledge aligns with the concepts associated with each career role. Based on this
alignment, roles are ranked, and up to three are selected for recommendation, as illustrated in
Figure 4.

Fig. 4. Detailed process flow for the role recommendation.

To quantify alignment, we employed a role coverage score that reflects the user’s engage-
ment with relevant concepts. Categories such as Enjoyed, Neutral, Didn’t Enjoy, and Curious
About are assigned coefficients of 0.75, 0.5, -0.25, and 1, respectively. The weights for each
category were determined through a combination of ad hoc reasoning and iterative trials during
system development. For each role, the score S(Ri) is calculated by summing the coefficients
for all relevant concepts and dividing by the total number of concepts in the role:

S(Ri) =

∑ni
j=1 Coef(CRi

j )

ni
(1)

where CRi
j is concept associated with the role Ri, and Coef(CRi

j ) is the coefficient assigned to
CRi
j based on the user’s interaction category, and ni is the total number of concepts in Ri.

To standardize this score between 0 and 100, a custom activation function based on a modi-
fied sigmoid is applied, defined as:

f(x) = round
(

100

1 + exp(−0.2 · (x− 25))
, 2

)
. (2)

The activation function maps the raw score to a 0–100 scale, with higher values indicating
stronger alignment. Roles with a score above 0.67 are considered relevant and selected for
recommendation, while lower scores suggest insufficient alignment. The top-ranked roles are
then passed to the explanation generation component.

3.6. Course Recommendation

The course recommendation process suggests courses based on the three roles identified by the
role recommendation module. As shown in Figure 5, which illustrates the flow for one role, the
system starts with the user’s concept data and assesses their familiarity with the roadmap con-
cepts for that role. A concept is considered familiar to the user when it is found to be similar to a
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knowledge unit in the Enjoyed, Neutral, or Didn’t Enjoy categories, which reflect prior exposure
or mastery regardless of preference. Users familiar with over 30% of a role’s concepts are clas-
sified as intermediate or advanced and are recommended more advanced content. Otherwise,
earlier-stage concepts are selected. Familiar concepts are excluded from recommendations.

For each target concept, the system retrieves the top three courses using the Course × Con-
cept similarity matrix, which ranks courses by their relevance to each concept. Courses corre-
sponding to each concept are aggregated per role. Then, the system ranks the recommendations
based on selection count and similarity score, selecting the top three most relevant courses.
Finally, these course recommendations are then sent to the explanation generation component.

Fig. 5. Detailed process flow for the course recommendation.

3.7. Explanation Generation

The career role and course explanation generation processes aim to provide clear, personalized
justifications by linking recommendations to user’s knowledge and learning goals. For role
explanations, the system considers the user’s familiarity with concepts. Explanations emphasize
either the user’s broad or specific knowledge, beginning with phrases like “I assume you are
familiar with” or “I see that you are willing to learn” based on the user’s engagement with
each concept. Using the GPT-4o model from ChatGPT, these explanations are refined to ensure
clarity, expand abbreviations, and make the language more user-friendly, as shown in Figure 6.

Fig. 6. Flow of explanation generation for the career role recommendation.
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The system provides course explanations based on data related to the user’s recommended
roles, emphasizing concepts the user has not yet mastered. Course content (title, description,
learning outcomes) is combined into a prompt highlighting the role name and relevant concepts.
This allows ChatGPT to generate explanations based on the user’s career roles and existing
knowledge gaps by considering course materials.

4. Evaluation
In the user study, we evaluated XCRS from end-users’ perspectives, focusing on its performance
across several critical dimensions. We aimed to determine how effectively the system meets its
target audience’s needs.

Participants. We recruited 25 participants from the IT sector, including students and pro-
fessionals in fields like computer science, electrical engineering, and industrial engineering,
providing relevant expertise for evaluating the system.

Procedure. Participants interacted with XCRS by entering knowledge units that they had
either mastered or wanted to explore. Based on this input, the system generated personalized
career and course recommendations using five anonymized models. Participants evaluated the
system through a post-task survey.

Survey Structure. The survey included demographic questions followed by three main sec-
tions: usefulness, model satisfaction, and system output evaluation. Usefulness, participants
rated the usefulness of recommendations for each model. Model satisfaction, they identified
which model’s recommendations they found most satisfying, indicating their personal prefer-
ence among the five models. Evaluation of system outputs, this part included six dimensions:

• Effectiveness (Q1: How satisfied are you with the relevance of the role and course recom-
mendations?),

• Persuasiveness (Q2: How likely are you to consider a course that was recommended to
you?),

• Transparency (Q3: How easy do you find the explanations provided for the recommenda-
tions to understand?),

• Efficiency (Q4: How easy is it to navigate and use the system to get the recommendations
you need?),

• Serendipity (Q5: Do you feel that the system helps you explore courses outside of your
usual preferences?).

• Satisfaction - Likelihood to Use: (Q6: How likely are you to use the system to help with
your career plan?).

• Satisfaction - Likelihood to Recommend: (Q7: How likely are you to recommend the
system to your peers?).

Results. For usefulness, results showed that mistral-embed received the highest average
rating for course recommendations at 74.4%, while voyage-large-2 led in role recommendations
with a 72.8% usefulness rating. For model satisfaction, participants showed varying preferences:
8 participants favored text-embedding-004, followed by mistral-embed with 6 votes, and embed-
english-v3.0 chosen by 5 participants. These results, as shown in Table 1, indicate diverse user
preferences, with no single model overwhelmingly preferred in both usefulness and satisfaction.
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Table 1. Average ratings and percentage values for the usefulness of recommendations provided by
each model. The highest scores are highlighted, and the second-highest scores are underlined.

LLM Career Roles
(Avg. Rating / %)

Courses
(Avg. Rating / %)

text-embedding-004 (Google) 3.52 / 70.4% 3.40 / 68%
voyage-large-2 (VoyageAI) 3.64 / 72.8% 3.32 / 66.4%
text-embedding-3-large (OpenAI) 3.32 / 66.4% 3.40 / 68%
mistral-embed (MistralAI) 3.60 / 72% 3.72 / 74.4%
embed-english-v3.0 (Cohere) 3.56 / 71.2% 3.52 / 70.4%

Participants provided detailed feedback on the system’s outputs, summarized in Table 2.
The system’s effectiveness was rated at 80%, with many participants finding the role and course
recommendations relevant. Persuasiveness scored 76%, indicating a strong likelihood of consid-
ering recommended courses. Transparency received the highest rating at 89.6%, reflecting the
clarity and ease of understanding of the explanations. Efficiency also scored highly at 88.8%,
with users finding the system intuitive and easy to use. Serendipity was rated at 84%, showing
the system’s success in introducing new options to users. Satisfaction metrics revealed moderate
scores for likelihood to use (69.6%) and recommend the system (77.6%), with most participants
expressing positive feedback, though some indicated areas for improvement.

Table 2. Summary of participant feedback on system outputs. Scores above 80% are highlighted.

Dimension Rating Std.
Dev. Mean Mean

(%)1 2 3 4 5

Effectiness (Q1) 0 1 6 10 8 0.85 4 80%
Persuasiveness (Q2) 1 1 5 13 5 0.94 3.8 76%
Transparency (Q3) 0 0 0 13 12 0.50 4.48 89.6%
Efficiency (Q4) 1 0 1 8 15 0.90 4.44 88.8%
Serendipity (Q5) 4:No, 21:Yes 0.37 4.2 84%
Satisfaction
(Likelihood to Use, Q6)

2 4 3 12 4 1.17 3.48 69.6%

Satisfaction
(Likelihood to Recommend, Q7)

1 4 3 7 10 1.18 3.88 77.6%

Statistical Analysis. Non-parametric tests were used to analyze survey responses because
the Shapiro-Wilk test showed that the data was not obeying normal distribution. Kruskal-Wallis
H Test found significant differences in how persuasive (Q2) the recommendations were, based
on education level (p = 0.0234) and job experience (p = 0.0128). Other dimensions, including
effectiveness, transparency, and efficiency, showed consistent responses across groups, suggest-
ing general robustness in system usability across educational and employment backgrounds.
Friedman Test is applied to assess ratings across system dimensions (effectiveness, satisfaction,
persuasiveness, transparency, efficiency, and serendipity), the Friedman test indicated significant
variability (p < 0.001), highlighting differences in how participants evaluated these aspects.

The Friedman test was conducted to evaluate the significance on the usefulness compari-
son among the models. The results indicate that there are no significant differences between
the models for either career role (p = 0.8415) or course recommendations (p = 0.6499). This
suggests that all models perform similarly with respect to both recommendations.
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5. Discussion
The XCRS demonstrates strengths in transparency and usability, with high ratings for trans-
parency (89.6%) and efficiency (88.8%) in the user study. These results reflect the system’s
ability to provide clear explanations and an intuitive interface, contributing to positive user en-
gagement. The analysis shows that education and job experience affect how persuasive users
find the system. The Kruskal-Wallis H test showed significance in persuasiveness by education
level and job experience, while the Friedman test highlighted variability across dimensions like
satisfaction and persuasiveness. These findings suggest opportunities to enhance certain aspects
of the system to improve overall user engagement.

Although we could not detect a significant difference between the models, the models
found most useful by users in career role recommendations were VoyageAI’s voyage-large-
2 and MistralAI’s mistral-embed, respectively, while MistralAI’s mistral-embed and Cohere’s
embed-english-v3.0 were found the most useful in terms of course recommendations. In overall
recommendations, users reported that they received the most satisfactory results from Google’s
text-embedding-004, MistralAI’s mistral-embed model, and Cohere’s embed-english-v3.0 mod-
els, respectively. Therefore, model selection for the proposed system can be based on other
factors, such as size, budget, or energy efficiency.

Limitations include the system’s focus on the IT domain, reliance on English content, and
use of community-contributed roadmap data, which may vary in accuracy. Future enhancements
could broaden applicability to other fields, integrate more rigorously validated data sources, and
consider a wider array of LLMs to further align with diverse user needs.

We consider potential threats to validity based on the definitions provided in [28].
Internal Validity. Participant familiarity with recommendation systems could influence their
perceptions of XCRS, introducing potential biases. To mitigate this, a consistent protocol was
used across sessions, ensuring that participants had equal exposure to system information. Ad-
ditionally, although the study was conducted in English, all participants had advanced English
proficiency, which reduced comprehension issues.
External Validity. The user base was largely limited to IT professionals and students, which
may affect the generalizability of results to other fields. Including a broader range of fields
in future studies could offer a more comprehensive view of XCRS’s applicability. Addition-
ally, reliance on community-contributed roadmap data may impact recommendation accuracy;
however, the popularity and credibility of this data source partially offset this risk.
Construct Validity. Evaluation metrics were chosen to reflect core aspects of user experience,
though they may not capture all influences on decision-making. To ensure construct validity,
survey questions were written in clear language based on prior work in recommender system
evaluation [22] and pilot-tested with three computer engineering students for clarity.
Conclusion Validity. A relatively small participant pool limits statistical power, affecting the
detection of nuanced differences. While non-parametric tests (Kruskal-Wallis H and Friedman)
were appropriate, expanding the participant pool could improve sensitivity to subtle variations.
Transparent data analysis and cautious interpretation support the reliability of the conclusions.

6. Conclusions
This paper introduces XCRS, an explainable recommendation system tailored to the IT sector,
using LLM embeddings to provide personalized and transparent career role and course sug-
gestions. By integrating course data from Udemy and structured roadmaps from roadmap.sh,
XCRS delivers recommendations aligned with users’ backgrounds and learning goals.

The proposed system is evaluated through a user study, highlighting its strengths in per-
ceived transparency (89.6%), efficiency (88.8%), and effectiveness (80%). The study also
demonstrated the potential of XCRS to broaden user perspectives with an 84% serendipity
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rating. These results underscore XCRS’s ability to bridge the gap between recommendation
systems and explainable AI, fostering trust and engagement in educational and career guidance.

The system needs to be evaluated further with larger user groups to confirm our findings.
Future work could expand the system’s applicability to other domains, integrate additional user-
specific features, and refine explainability techniques to enhance user trust and engagement.
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