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1 Introduction

CLINICAL DATA - https://guides.lib.uw.edu/hsl/data/findclin

® Vital resource - collected during the course of ongoing patient care or
as part of a formal clinical trial program

® Six major types:
. Electronic health/medical records (EHR/EMR)

- The purest type of electronic clinical data, obtained at medical facility, hospital, clinic,...

- administrative/demographic info, diagnosis, treatment, prescription drugs, laboratory
tests, physiologic monitoring data, hospitalization, quality of life parameters (Qol), etc.

. Administrative data, Claims data, Patient / Disease registries,
Health surveys, Clinical trials data

3/64
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1 Introduction

Health terminology - “language” used to code entries in EHRs - ICD-9,
ICD-10, IDC-11, LOINC, CPT, SNOMED CT, ...

® EHRs - terminology - key for interoperability between different systems and
integrating data.

® exchange data between systems — compatibility of codes between systems.

® standards - support mapping of various vocabularies and smooth
“communication” between systems

® SNOMED CT - Systematized Nomenclature of Medicine Clinical Terms - a
comprehensive, computerized healthcare terminology.

O SNOMED CT - also an ontology - defines concepts: causes of diseases, the part of the body
they affect and how they can be diagnosed ...

O medical standard for: diagnosis, clinical findings, symptoms, procedures, body structures,
and organismes, ..., inter-relationships between concepts.

4/64
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1 Introduction

Health data models from international standards

® HL7 FHIR — Health Level 7, Fast Healthcare Interoperability Resources

O Resources (6 major categories ) for: structuring information from a patient,
an adverse reaction, a procedure and an observation, ..., (clinical,
identification, workflow, financial,...)

O data model is oriented to noSQL - the content of the FHIR resources can
be represented in XML, JSON, Turtle, and other formats

O The data model include interoperability artefacts composed of a set of
modular components/ "Resources".

5/64



1 Introduction
WEARABLE DEVICES - additional sources for collecting health/medical data

® Personal health record (PHR), Remote patient monitoring (RPM)

® Wearable computer/device (wristwatches , smartphones, small mobile
computers) - widely used Google FitBit

O collect data to estimate a variety of metrics: no of steps, calories burned, weight, heart rate,
sleep stages, active minutes,...

O shows individual’s statistic and progress - used with EHR and integrated/aggregated with
other patient’s data

O personalized medicine - help in adjusting patient’s
therapy in a smart way

O predictive analytics - can ensure the safety of patients
by alerting medical personnel immediately.

6/64



A @0
1 Introduction

Example: iCardia platform components and architecture - innovative mHeaith platform for remote
physical activity monitoring and health coaching of cardiac rehabilitation patients (https://www.evl.uic.edu/pubs/2285)

®
fitbit

‘ Subscription API - Notification of new data
API calls ' ‘

CR participants
wearing Fitbit Cloud Server

i

|

UIC’s SRE Firewall
Health Coaching

Team

!
.
@,

Automatic uploading of activity
data to the Fitbit cloud

SMS text- Twilio API
text-messages

Data
sync messages
[ <
(<
Twillio communications
- Smartphone latform
Fitbit wearable _ ‘p‘ P iCardia clinical app (dashboard)
with Fithit app

device

iCardia
Database
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2 Quality Data Aggregation in Health Domalns et

DATA AGGREGATION - combining information from multiple systems.
produce interconnective, shareable information (sensitive health data)

AGREGATED vs INDIVIDUAL DATA

® Individual data - created by patient’s/doctor’s interaction with the healthcare
system, physicians make more effective treatment decisions.

® Data of numerous similar cases - anonymized aggregated data, physicians see

patient data from a different angle oﬁ%
WP
and make better decisions. A

O
L o ooog
. Aggregate management & = Data Aggregation

O important insight for strategic planning

and creating health systems.

O by simply increasing the sample size,

data sharing increases data quality.




2 Quality Data Aggregation in Health Domains ™

® developing, validating, and improving a methodology based on HL7 FHIR, interoperability.

Deployment/Integration to a _
Hospital Setting AICCELERATE SHCP Engine
Base Model
AHLZ FHIR
a8 ) I
- : OEE |
] | o—e — T o—e (L) e—e
== Ol =
- Use Case Specific
o ) Model
\__
Hospital Common Al Use Case Datasets, Al algorithms,
IT Data Model :ﬂ-g-, Patient Flow Features models
anagement
Sy'Stems For Surgical Units

Smart Hospital Care Pathway - https://aiccelerate.eu/health-data-preparation-for-artificial-intelligence-
ai/ - (H2020) 10/64




® ASCAPE H2020 developing, validating, and improving a methodology based on HL7
FHIR, interoperability.

PROSPECTIVE CLINICAL DATA
RETROSPECTIVE CLINICAL DATA

Semi-automatic data
mapping tool (HIS)

1 ASCAPE
Inpui—bbnl —'I—Qc;.;mut—-—p Data Model

) ASCAPE
. 4 cancer-care specific
Y ) —
API to store HL7 FHIR
X data to ASCAPE Edge

~ & HL7 FHIR

orebro

10-20 fake data

SEARCH API
Seacrh resourc

API to retneve data

ge

I s I ASCAPE Ed

I L — : !

Orebro
: TASK 2.3 (DFKI)
- ' : fapllel/pat lent/ (patlent1d)/caniit lons
X ' R
CareAcross E Fopi fel /pat imrt / {pat isnt i)/ resources
.
Bl TetAaieetiests (etent iy e Ly emdervistory
x % ----)S;\-nl‘ -Q-.-.---.-_..--.----_-.-_-.. fepl/el/patient/{petientid)/ seilcat lonAdnirlstratl o
A
Barcelona



PRIVACY-PRESERVING RECORD LINKAGE
4

Patient records from multiple datasets

2 Health Data Privacy Preserving

Important privacy preserving techniques

Privacy preserving - crucial in processing

Data is

personal/patients’ health data e

and
encrypted

® essential to anonymize patients’ data -
could not be discovered at any stage of processing

® main techniques for de-identification of

personal info

Records are linked and the patient’s
privacy is protected

® K-anonymity, L-diversity, T-Closeness,...

Differential privacy — systematic randomized modification of a dataset or algorithm to
reduce information about the single individual.

Homomorphic Encryption - enables arithmetic operations on ciphertexts without
decryption, in distributed environments protecting data leakage from client side

12/64



2 Health Data Privacy Preserving

Differential privacy - retaining the global statistical distribution of a
dataset while reducing individually recognizable information

® Dataset is differentially private - impossible to infer if a specific individual was used
for obtaining a result

® Implementations - from simple random shuffling of the input data to the
introduction of noise to the dataset (Gaussian/Laplacian DP, better interpretability)

® Local DP ensures privacy at the source of the data, also for federated learning
applications (data collected by smartphones/wearable devices).

. Answer 1
o ol Randomized Answer 2
Algorithm
Answer n ’)Z
Answer 1
N Randomized | _ Answer 2
Algorithm Adversary
Answer n

13/64
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2 Health Data Privacy Preserving

® Homomorphic Encryption — connected to Federated Learning Paradigm - training is
performed without sharing sensitive local data

® Homomorphic Encryption includes multiple types of encryption schemes, different
classes of computations over encrypted data.

® Homomorphic refers to homomorphism in algebra: the encryption/decryption
functions are homomorphisms between plaintext and ciphertext spaces.

Encrypted
Data \

P | > Cloud
¢ Encrypted
Result Homomorphic  « Result

Decrypted
Decryption

v

h
Q1 —
Homomorphic
Encryption

Client
Company Data

»

Park, J.; Lim, H. Privacy-Preserving Federated Learning Using Homomorphic Encryption. Appl. Sci. 2022, 12, 764. https://doi.org/10.6490/

appl12020764
14/64
https://medium.com/data-science/homomorphic-encryption-machine-learning-new-business-models-2ba6a4{185d
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3 Data — Al/ML Models Development — Use of Modelé‘ )

® Medical/Health data — Big, Complex, collected from multiple sources

® Data management — curation, individual A0
Heterogenous 4 ”
aggregation, standardized Pata Sources
Patient
representation, final datasets
FRONTEND BACKEND (AUTOMATION)
1 —
for AI/ML proceSSIng User involvement: Orchestration of different
. dialogue with user, &> technologies to maximize
O Data preParEd- New features, O tailored to individual skills, automation in "cleaning"
Imputation Of missing data f@} € with explanations personal health data
’ J/
Outlier detection Data Curator
Curated Data IDENTIFIED Curated Data ANONYMIZED
(Personal Health Record) (Population Patient Registries)

® AIl/ML Predictive models development
O can enhance healthcare experiences for individualgttps://aidava.eu/research/solution
O enables the expansion of knowledge about diseases and treatments
O leads to an increase of efficiency and effectiveness of medical decisions

O predictive data mining => transformation of Medicine from population-based to
personalized practice.
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3 Data — AI/ML Models Development — Use of Models

BUILDING PREDICTIVE MODELS - Modeling and evaluation (data
are prepared)

® build predictive models
® application of different techniques,

® later - the received results should be compared and validated, the
model performance are considered,

® final stage - use models in real environments, unforeseen data.

® C(Classification models - Different learning algorithms: NB algorithm,
KNN (K-nearest neighbors), DT (decision trees), Classification And
Regression Trees (CART), bagging CART, C5.0, RF (random forests),
Logistic Regression (LR), Artificial Neural Network (ANN), SVM and LDA
(LINEAR DISCRIMINANT analysis).

18/64



3 Data — AI/ML Models Development — Use of Models‘
BUILDING PREDICTIVE MODELS - Modeling and evaluation

® Regression models —usually used, for example for predicting numeric
values, some specific interventions or continuous variable

O LINEAR (linear regression), RIDGE (ridge regression), LASSO (lasso regression),
ELASTICN (elastic net regression), KRIDGE (kernel ridge regression), SVM (regression
by support vector machines), RF (regression by random forests), KNN (K-nearest
neighbors), ADAB: AdaBoost regression, TFNN: TensorFlow Neural Network

O Neural networks (NN), deep learning - techniques with a good
performance, hard to be interpreted.

O Simpler techniques: naive Bayes classifier (NB), linear discriminant
analysis (LDA), support vector machines (SVM), tree-based

=> produce results that are much easier to interpret.
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3 Data - AlI/ML Models Development — Use of Models

® “traditional Al (ML)” - the data are usually concentrated in the
data center (for training models).

® However, when large datasets are attacked, the consequences are
immeasurable.

® Privacy is a critical concern - data are frequently personal, not
intended to be shared

Federated learning (FL) - facilitate the distributed training of high-
quality models, coordinating multiple clients/devices, preserving

the privacy of local datasets.
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3 Data — Al/ML Models Development — Federated Learniﬁg

® Federated Learning (FL) == Sefvec Soordinatiig
@ the training of a
® Data are (usually collected and) ORIALITIOgS

stored at the edge // \\

® Training local models - computation = =) £ =
. @ ,{oﬁu | Devices with
is done on the edge \UE7 local Al models

® increased privacy
® eliminated communication overhead from data transfer

® Train global models on the entirety of the dataset in a distributed

manner

® The learning process is (usually) coordinated by a centralized server
21/64



® General FL framework. During the t-th communication round, each client downloads the latest

global model from the server for initialization @ and uses its own local dataset for iterative
training @ The updated weights are uploaded to the server @ which performs model
aggregation @ to generate a new global model. Steps are repeated.

\ @) (Server performs
@ model aggregation
to update the

Model

Server aggregation global model lobal model.
Client upload
Client dow nloa updated local
the latest model model to server.
1 Client local t/(l!) Client local dm) 4 Client local tlum
pras p . —
Fi~s|(of~ W B8
& :{,. o &) »> \’,’{
L}' u% {cal model \l\(ial model }(' % ’i( local model
o — Y, " y,
@

Client update local
22/64
[model with local data)
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3 Data — Al/ML Models Development — Use of Models”

® Federated Learning approaches

(a) Incremental FL. (b) Concurrent FL.

PN
=-

(c) Cyclic-incremental FL. (d) Semi-concurrent FL. 23/64
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3 Data — Al/ML Models Development — Use of Models

BUILDING PREDICTIVE MODELS - Federated Learning

® NN - the most natural model choice for federated (global) models:
O be incrementally updated

O can be easily averaged by averaging edge weights and biases.

® Two types of predictive problems, federated NN:
O FNN for regression

O FNN for (binary) classification

® Modeling and validation schema - After preparing the data the next step is
building and validating models .

24/64
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3 Data — Al/ML Models Development — Use of Mode
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Interpretability of the built models - Explainable Artificial Intelligence - XAl

allows human users to comprehend and trust the results and output of ML algorithms

describes an Al model - characterize model accuracy, fairness, transparency and
outcomes in Al-powered decision making

comprehend and retrace how the algorithm came to a result
explainability helps developers ensure that the system is working as expected

explaining with Data Visualisation, Explaining with a ML model (Logistic Regression,
Decision Tree, Neural Network, ...), SHAP -SHapley Additive exPlanations

Day of Week o) Department o)

All A All

Patients Feedback b... ©®

34.21%

C Male
(> Female

65.79%

Patient Count by Depar... ©

m-

2344

Cardiology

Dermatology 2321

Date o)

v 10/28/2020 - 7/13/2021 i}

Patient Satisfaction ©

8.54%
8.
@& Excellent
. {> Average
| T & Poor
b/
. N & Good

56.19%

Patient Feedback Details ©

Alen Cardiology

Alen Dermatology

Consulting Time

Waiting Time

50
40

30
20
10

315
31
305

Average Visit Length by Department ©

N N v &
t.)\a""’ o5 & @<}°’°’ er\o b’é‘&
2 o S O
2 & & 2 - @
< Q@,\ = 6(‘@ RS <

Average Wait Time by Department ©
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3 Data — Al/ML Models Development — Use of Models”
Data Visualisation - EXAMPLE

e take the data which was used for training Al - data of patients
which suffered a stroke as well as those who did not.

® using visualization techniques - analyze the difference between the
patients who suffered/did not suffer a stroke, understand the factors
that cause a stroke.

® compare with the patient situation - help to understand why the
patient is at risk.

Lenght Of Sta ssions & 30-Day Readm ission Rate

Avg Treatment Costs

20.4% $ 9,700
Avg 30-Day Readmission Rate Avg Treatment Costs Al Ages
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3 Data — Al/ML Models Development — Use of Model

Explaining with Logistic Regression Model - Y-axis - different factors; X-axis -
the importance of the factor for a stroke condition.

ever_married_Yes ]
work_type_Self-employed -
Residence_type_Rural 4
moking_status_never smoked -
gender_Female
work_type_Gowvt_job -
work_type_Never_worked -
gender_Other
work_type_children -
Residence_type_Urban -
smoking_status_Unknown -
king_status_formerly smoked -
gender_Male
smoking_status_smokes
ever_married_No -

bmi -

hypertension -
heart_disease -
avg_glucose_level -
work_type_Private

age -

== Factors which avoid stroke

Grey bar is indicating

patient situation
1
1 Grey bar is indicating
Factors which cause stroke == 5 patient situation
=
__ —
N % N % N o N % N % N %



Input Neurons

| @5 StrokeNO
. Stroke YES

ﬂ‘ﬁr:__ — ,-.’,_. ,' ‘,, ' i
', 7 / ,’ / '3 4
2 7 . ol : 7 .
otkatperCoy Aol A1) 4
/ // 7l \
}( NP Wor / Green circle indicate activatated
St B
7.4

neurons during prediction for the
patient

7
7/

ll/f’/ '

v.

| Wypertension

{ //

10

3 Data — Al/ML Models Development — Use of ModeT“é‘

® Explaining with NN model - The positive signal, negative signal,
activated neurons during prediction for the patient

28/64
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Horizon 2020
E”mpe_a"_ European Union funding
Commission | for Research & Innovation

Cancer Machine PZIrsSona!ized Cancer
- Patient Data Learnin ervices Patient
Data-d rlven (ML/Al)g for QoL Treatment

ML-based

1. Patient Data collection and curation; 2. Machine Learning Model Training

Support for
Personalized
H ea |thca re Cancer Patient Data

3. Clinical value of Al Services. Security of ASCAPE & Privacy of Personal Data

—_—

pRES ,

e O
: el

Cancer Patient = Machine Learning
Treatment ’ (, @
.

f 2t

6*.

Personalized Al Services for QoL
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E”mpe_a"_ European Union funding
Commission | for Research & Innovation

,i_.k fundacion
. -
. [ ]
Barcelona Pilot ™ lSYS
FUNDACIO

CLiNIC

Orebro Pilot %
K&i@ @l %fa o @
Cooperative.
Distributed.
O pen. ASCAPE Edge
Nodes
k=]
= 1
== e
T ‘U & =
Pt 3 P
R‘ﬁ » .ﬁ Athens Pilot O %fg
‘ ‘ “ -\\f
@ CareAcross Pilot *
7~

care across

34/64

>
w
(@)
>
heo)
m



Horizon 2020
European Union funding
for Research & Innovation

European
Commission

From Goals
and

Requirements
to
Architecture

Cancer Patient Data

Personalized Al
Services for QoL

x

ASCAPE-Compatible
Device Data Adaptors

\SCAPE
ashboard

Machine Learning

Lar

.a Cancer Patient Treatment
i

ASCAPE-Compatible Data Adaptors
({local andlor cloud-based)

ASCAPE-Compatible

External Data
Adaptors

—

ASCAPE Edge Securi

Healthcare
Information
System

ASCAPE

Device Data |
Synchroniser

ecurity GateKeeper

Edge Al Ei

_ Predictions & Surro

Simulations _ Model
Manager |

B
oo| 7
oo

H [ LI

ASCAPE Local Components

ASCAPE Edge Components

m' o =,
¥ A
[T L %; ;':j

ASCAPE Cloud Al

HE Redacted
. HE Al Results
Patient Data Manager
Manager

Surrogate

ASCAPE Cloud Components
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E Horizon 2020
£ % umpe_an_ European Union funding
Commission | for Research & Innovation

15 QOL Issues Variables

53 Medical Variables (e.g. Patient, BodyStructure, Condition,

Anxiety
FamilyMemberHistory, MedicationAdministration and Observation)
Body changes (weight+bmi changes) N e
Cognitive impairment Weather (Temp,. Daylight, etc.)
. Activity data from wearables
Depression
Fatigue
AS CAPE Hot flushes ]
Breast Cancer [Beiis ierventions
Dry vagina Androgen deprivation treatment manipulation  Progesterone / progestin (prostate)
D ata Emotional symptoms (loneliness) {Risstate) Promotion of positive familiar and social
Anti-depressants i i
Insomnia P relationship
Anti-stress techniques: Mindfulness, Yoga Psychiatric support
SIS P Anticonvulsant agents .
Psychological support
Local symptoms after surgery Anxiolytics
Acupuncture
Lymphedema Cyproterone (prostate)
Diet Antidepressants: duloxetine
Neurotoxicity
) Interventions for sleep disturbancies Scrambler therapy
Sexual dysfunction ) ) . o
Movement-based relaxation techniques Switch to another aromatase inhibitor
Nutrition consultation Switch from aromatase inhibitor to

tamoxifen
Analgesic (NSAID or others)

Physical activity

34
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Horizon 2020
£ Eumpe_an_ European Union funding
Commission | for Research & Innovation

12 QOL Issues

Anxiety

Body changes (weight+bmi changes)
Cognitive impairment

Depression

Fatigue

Hot flush
AS CA P E Bg\tverzly(::unction

Erectile dysfunction
Incontinence

LUTS

Loss of libido
Musculoskeletal pain

Prostate
Cancer Data

10-Sep-25

Variables

63 Medical Variables (e.g. Patient, BodyStructure, Condition,
FamilyMemberHistory, MedicationAdministration and Observation)

Nutritional
Weather (Temp,. Daylight, etc.)
Activity data from wearables

Interventions

Androgen deprivation treatment
manipulation (prostate)

Anti-depressants

Anti-stress techniques: Mindfulness, Yoga
Anticonvulsant agents

Anxiolytics

Cyproterone (prostate)

Diet

Interventions for sleep disturbancies
Movement-based relaxation techniques
Nutrition consultation

Physical activity

5DE inhibitors

Androgen deprivation treatment
manipulation

Compression devices

Couple counseling

Electrical stimulation

Extracorporeal magnetic innervation
Intracavernosal injections

Lifestyle changes

Other (write down the type)

Pelvic muscle training with or without
biofeedback

Penile prosthesis or pumps
Slings and artificial urinary sphincters

35
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Horizon 2020
E”mpe_a"_ European Union funding
Commission | for Research & Innovation

ASCAPE

Redacted Patient Data Manager — 4x Pilot sites Edge Node
* HAPI FHIR Server - ASCAPE common data model

queries

‘ m /api/vl/{pilot}/NumberPatientsByPilot

Redacted * WHL7 FHIR structured and SNOMED CTcodified IS /20t /vi/Numberpenalepatients
Patient Data

- Data: clinical data + weather + wearables + Nutrition [BEEAN /2pi/v1/Numbermalepatients

‘ /api/vl/NumberPatientsBMIgt3e

Manager

API for data retrieval from RPDM ‘ /api/vl/proceduresByDates/{FromDate}/{ToDate}
Operations against HAPI Server: data-retrieval
* Queries for clinicians IS /apirvasanivata
- No. of female/male patients, patients per pilot, ‘m Japi/vi/{pilot)/dataBypilat

patients with BMI > 30,...

‘ E /api/vl/{cancerType}/dataByCancerType

- Procedures performed between two dates

‘ m /api/vl/{patientid}/patientAllData

° OUtpUt for Other ASCAPE components ‘m /api/vl/{patientid}/patientDataIngestionGroup

- Gatekeeper + Synchroniser + Enricher + Data Adapters
. ) ‘m /api/vl/{patientID}/patientByID
- Al algorithms: conversion from JSON to CSV

- Dashboard: adaptation from JSON to required format
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Horizon 2020
E”mpe_a"_ European Union funding
Commission | for Research & Innovation

- Analysis of regression/classification algorithms for
predictive QoL models

- 5 classification algorithms (NB is the best ), 8 regression
algorithms (Lasso is the best), 10 datasets

- Analysis of NN for FL
Machine « FL simulator training NN for an arbitrary number of edge

Learning nodes |
I\/lodeITraining « incremental and semi-concurrent FL

& Inference

* Missing value inference approaches
. simple imputer, iterative imputer: performances are not
significantly different

- Feature analysis and evaluation of ML models after
feature selection
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Horizon 2020
Eumpe_an_ European Union funding
Commission | for Research & Innovation

- Analysis of privacy-accuracy parameter for DP algorithm
- € parameter - for the addition of Laplacian noise

- Homomorphic Encryption - open source encryption

Machine libraries - (PySyft, PyFHEL, TenSEAL, nuFHE, PHE).

Learning
Model Training

& Inference

- Al Model training
- Selection of algorithms for FL
- training, validation, selection of the best model and inference

- Al Models for Homomorphic Encrypted Data
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£ E”mpe_a"_ European Union funding
Commission | for Research & Innovation

ASCAPE-Compatible Data Adaptors
(local andfor cloud-based)

ASCAPE-Compatible
External Data
Adaptors

ASCAPE-Compatible
Device Data Adaptors

HIS Ul ASCAPE | I I I
Dashboard
ASCAPE Data Aggregators | ASCAPE Cloud Al
ASCAPE ASCAPE
@ 1 | = | : - DeviceData —— Data | c |
D t T o . d < 8 Synchroniser " Enricher ;I,.
£ @ ] :
a a ralnlng an e M i HE Redacted “| HE Al Results
. g % atient Data Manager
using models : : —
S 2! AscAPE|Edge Al [
K] -
‘5-.‘ [*]
2 | 3 | Edge Al Edge !
£ © . Predictions & Cloud Federated Models
w o : s
& B N Simulations Manager
< Manager
3] w
7] o
< < {
" Q
(2] 1] '
z | < | Redacted
— Patient Cloud Global
> - Surrogate
Manager Models Manager
Healthcare
Information
System | |_ |
m ASCAPE Edge Components “M
ASCAPE Local Components ASCAPE Cloud Components
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ASCAPE-Compatible Data Adaptors
(local andfor cloud-based)

ASCAPE-Compatible

ASCAPE-Compatible External Data

Device Data Adaptors

Adaptors
Data Training | [ owe [P —
Dashboard
.
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ASCAPE

Explanations

- Expected change of risk of pain based on Naive Bayes
classifier

- Example: “Adjuvant chemotherapy with CMF” is the
recommended treatment since it reduces the risk

Sentinel node dissection performed 1
Surgical procedure in axilla_9
Surgical procedure in axilla_3 1 .
Surgical procedure in axilla_2

Surgical procedure in axilla_1 1

I
[
E‘ Adjuvant chemotherapy with CMF - -
Adjuvant chemotherapy with taxanes 4
Adjuvant chemotherapy with anthracyclines -
Adjuvant chemotherapy (type not specified) -
Teatment with trastuzumab
‘ostoperative endocrine therapy with aromatase inhibitors 4 .
Postoperative endocrine therapy with Tamoxifen .
Preoperative endocrine therapy 4 -

Preoperative chemotherapy 1 l

-
-

0.0 0.1 0.2 0.3 04
Expected change of risk 43/64
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QoL Issues Shortcuts
No interventions

New Interventions

[J Anti-stress techniques: Mindfulness, Yoga
@ Current Predicted [J Movement-based relaxation techniques

(J Physical activity guidance

(] Promotion of positive relationship

Anxiety ] Emotional support

Impaired cognition 99 Abnormal sexual function 0 Psychiatric therapeutic procedure
(J Anxiolytic drug therapy

[] Antidepressant therapy

Goal

99 (] Dietary regime

Vaginal dryness 3 v Neurotoxicity

(] Counseling about nutrition
(] Intervention for sleep disturbance
(J Anticonvulsant therapy

(] Acupuncture

Fatigue Lymphedema
(] Switch to another aromatase inhibitor
(] Switch from aromatase inhibitor to tamoxifen
[ Analgesic technique
Hot flushes 100 Feeling lonely ClCoupleeotnseling
Inso-mnia [J Other therapy
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4 EXAMPLE 2: Emergency monitoring system (EMS) "

® Platform - integrates heterogeneous devices, storing and managing
the sensed and monitored information

® Assist the patients, help medical professionals in health
monitoring (a large number of patients and data at run-time),
remote care centers

® Sensors and devices connected to the patient, detect and prevent
emergency situations (hospital/home)

e Cubo, J.; Nieto, A.; Pimentel, E. A Cloud-Based Internet of Things Platform for Ambient Assisted Living. Sensors 2014, 14,
14070-14105. https://doi.org/10.3390/s140814070
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4 EXAMPLE 2: Emergency monitoring system (EMS)

® The system’s components:

O Sensor nodes - measure basic vital signs - a video camera
with a complex behavior, a user badge to control the
movements/vital signs...

o Discovery application - to find the existing sensors/devices
In the environment, connect and associate with the patients

o Dashboard application - medical professionals/care centers, to
manage the monitored information; a cloud application for
remote monitoring....

o Data repository - on a cloud platform with register of the user

profile (patients, specialists/people at the remote care centers),
maintaining a patient’s schedule.

Cubo, J.; Nieto, A.; Pimentel, E. A Cloud-Based Internet of Things Platform for Ambient Assisted Living. Sensors 2014, 14, 14070-
14105. https://doi.org/10.3390/s140814070 44/64
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Semon Aeeding:

Heartbeat: 83 - OK
02: 99% - 0K

Name: John Date of entry: 27/02/2030
p1 Symptoms: Global pain
Possible diseases: Lupus

Temperature: 37 - Caution

speaker & microphone

H

[[]]f\
S 8

location sensor camera

Hospital

fire sensor

vital
W silgns '\/\

Er

Care
Center

Emergency
Room

Name: John Date of entry: 27/02/2030
P1  symptoms: Global pain

Postible disesset Lupus
ey Reading

Meathest: 130K Tempenstwre: 37 Catie  V/jta|

O o - 0w "
signs

Neme:Carl  Date of entry: 3/03/2030
Symptoms: Clevoted blood presure
Possible diseases: Heart failure

0 prear W Ussge

Name:Sara  Date of entry: 3/03/2030
Symptoms: Cannot move the leg
Poucihlas divantac Broken knee, knes

e—— L
No sensors connected vital

signs

Empty bed
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® 1 Introduction
® 2 Quality Data Aggregation in Health Domains

® 3 Data — AI/ML Models Development — Use of Models
® 4 Some Examples

® 5 Possibilities for Medical Education _

® 6 Conclusions
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5 Possibilities for Medical Education

® traditional medical education - often lacks contextual experience, limits
effective application of theoretical knowledge in real-world scenarios.

® technology-driven changes - transform the way medical students learn,
healthcare professionals train, the integration of XR, the metaverse and other
technologies into medical education

® assist educators and medical

practitioners - comprehensive
understanding of key factors in
immersive education

® customized simulations - enable ‘
practice in clinical decision-making, | -
interpersonal skills, and exposure to ﬂ \/
complex medical situations in a controlled environment.

® various disciplines - anatomy, physiology, dentistry, pathology..., benefit from
immersive learning experiences.
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5 Personalized and E-coaching Medicine - Agent

® Mursion’s virtual standardized patient (VSP) simulators offer
medical educators a powerful tool to enhance a blend of
technical and interpersonal sKkills:

o Improving the communication skills of a doctor delivering a negative
diagnosis

o Increasing the effectiveness of therapy skills of psychologists

o Enabling prospective nurses to master giving an effective patient
history and coaching interview

o Allowing pediatric healthcare providers to train in scenarios
involving a parent and an elementary-age child

o Enhancing the debriefing skills of a surgical team
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5 Personalized and E-coaching Medicine - Agents

%‘gﬁ USCUniversity of ‘ ) SimCoach

; S‘)thh‘en‘l Ciﬂiﬁ}miﬂ the place to talk to someone

. Need to talk to Welcome Guests!
N - someone NOW? Username:
s I m C 0 a c h Call this Helpline: Password:

e olete 1o 1ol 5 Satetns o B866-966-1020 Registration Is OPTIONAL
Learn more about profiles HERE

Hella, walcomea to Simcoach.

Some things before we get started: I'm based on
the real experiences of warfighters and their
families, but | am not a real human, so please be
patient with me, and talk in short sentences. Far
as conversations go, I'm best at talking about
PTSD and depression. I'm not a shrink, but I'm
here to help.

I'd like to ask you a few questions to get to know
you a bit. Ok?

no

I think | can help you better if | know where
you're coming from.

ak?

P a—— e -_-. _a—--‘-——-_-
M - e || that's ok
(7 R —

You should‘ view these sites to beft What's the major concern that brought you here
They'll also tell you about what's worked best for other folks. today? .

S mean Q) s

@ 2010 USC Institute for Creative Technologies Terms of Use Confidentiality Exit

no
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5 Personalized and E-coaching Medicine - Agents

USC University of

\3¥ Southern California ‘ b‘lﬁ]??ﬁcn
O Advancement of uses of virtual reality (VR) simulation technology
for clinical purposes

O Mental health therapy, motor skills rehabilitation, cognitive
assessment and clinical skills training

O Mental and Behavioral Health - assessment, training and treatment of
stress-related disorders.

O Game Based Rehabilitation - comprehensive, evidence-based
rehabilitation training approaches for hospital, clinic, client populations.

O Neurocognitive Assessment and Training - for individuals with stroke,
traumatic brain injury and similar neurological disorders

o Virtual Humans - believable and more natural interactions: simulated
standardized patients for medical training, and personalized coaches for
rehabilitation and wellness
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5 XR in medical domains

® XR - Extended reality - immersive technologies, including VR — virtual
reality, AR — Augmented reality, MR — Mixed reality

® HMD - Head mounted display — enhance interaction between the
physical and virtual environments, improve and transform healthcare,
benefiting patients, healthcare professionals,...

® Applications — accurate symptom detection, rehabilitation and physical
therapy, surgical planning and training, 3D medical imaging and
provisioning immersive and interactive medical training, ...

Virtual noalltu

extended reality
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5 XR in medical domains

® Education

o Telesimulation — telecommunication and immersive technologies
can support education for remote learners (interaction, simulated
patients, visual displays and facilitators in real time (laparoscopic
surgery, robotic surgery, ...);

o Telemonitoring — enhancing medical education remotely, expert
provides guidance to a less experienced learner, remote
consultations, ...

o Innovative ways for anatomical education - students can
explore 3D views of the body without the limitations of cadaveric
teaching.

o XR using holograms - teach anatomy presenting 3D structures

in the immediate learner environment
53/64
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5 XR in medical domains




5 XR in medical domains

® A Finnish company developed SurgeryVision, allows view of MRI and CTscans in
stereoscopic 3D format, study more efficiently anatomic abnormalities




5 XR in medical domains

® Surgery education/simulation - offers a safe and realistic opportunity,
significantly increase the quality of surgical performance in the operating room
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® 1 Introduction
® 2 Quality Data Aggregation in Health Domains

® 3 Data — AI/ML Models Development — Use of Models
® 4 Some Examples

® 5 Possibilities for Medical Education

® 6 Conclusions <(umm
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® Rapid development of range of ICT components has significant
influence medicine and healthcare.

O Health analytics - advanced methods and models to analyze Big
and Complex Data.

O Predictive modeling - smart models to predict behaviors, to
prevent diseases and to personalize healthcare.

O Visualization of data — presentation of data in meaningful way to
support reliable decision making.

o Integration of mobile (hardware and software) technologies —
integration with data-platforms enable automated services and
tailor feedback and recommendations.

O Personal communication and recommendations between
patient and virtual e-coach - agent technologies definitely could
play extremely important role.
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5 Conclusions

® Rapid development of range of ICT components has significant
influence medicine and healthcare.

o XR, Metaverse, Holograms — offer enormous potential in all aspects,

for physicians, caregivers, patients; diagnoses, treatment, followups,
education

o Large Language Models (LLMs) - transforming medicine and

healthcare by enhancing various aspects of patient care, medical
research, and administrative tasks

Enhanced Clinical Support and Diagnosis:

LLMs - analyze medical literature and patient data to provide

clinicians with potential diagnoses, treatment options, and personalized
care plans.

Med-PalLM 2 - specifically designed to answer complex medical
questions.

|dentify potential drug interactions, suggest optimal medication

dosages, assist with personalized treatment planning based. 50/64



5 Conclusions
® LLMs Ethical Considerations and Challenges

o Data privacy and security — crucial protecting sensitive patient
data, access controls, secure storage.

O Bias mitigation - LLMs can inherit biases existing in training data,
leading to skewed or unfair recommendations. Necessary: careful
data curation, algorithmic adjustments, ongoing monitoring...

o Hallucinations and misinformation - inaccurate or misleading
information. Human oversight and validation are necessary.

o Over-reliance on Al - Clinicians should not rely solely on LLM
recommendations without proper validation.

60/64



_

5 Conclusions
o furthe

i
> T aeminm

2K, E

T ol

T I o
PLANTE

61/64



5 Conclusions
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